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Abstract. There are a number of studies exploring materials and mechanisms
of 3D printers that can help product designers develop and evaluate interactive
systems efficiently. As 3D printers are increasingly adopted, designers are more
likely to encounter difficulties in assembling 3D printers on their own, as the
assembly process involves specialised skills and knowledge of fitting compo-
nents in right positions. Conventional solutions use text and video manuals but
still requires high understandings of the assembly. We designed and evaluated
the mobile phone-based device for personalised tutorials of 3D printer assembly.
The device consists of a modified dongle and mobile phone application. The
former detects electromagnetic signals upon physical contacts with the com-
ponents and the latter displays tutorials accordingly. The contributions include
the device design with electromagnetic signal-based object detection and
importantly, the approach to integrating component touching with component
detection for personalised interactions. Generalising implications for the
approach are discussed.

Keywords: Mobile phone * 3D printer assembly - Personalised tutorial -
Electromagnetic object detect

1 Introduction

Desktop 3D printers have been widely adopted in design studios, research laboratories,
and teaching classes. With different printer mechanisms e.g., jet printing and laser
sintering, and materials e.g., plastic and metal, 3D printers can accelerate conventional
prototype process and support iterative design and evaluation. Importantly, 3D printers
provide amateur designers easy access to making and testing ideas in a flexible and
low-cost manner [1]. Occupational product designers and engineers are familiar with
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3D printing functions, as the concept is basically derived from the conventional ink-
based printing. When 3D printers are increasingly emerging, designers are having
increasing opportunities of assembling 3D printers on their own, which are more likely
to cause difficulties to most product designers, especially to the amateur. Designers will
have to deal with numerous components with insufficient instructions. As such, the
assembly becomes a process that can only be well handled with good knowledge of
mechanisms and engineering, which are essential to identify components and fit each
piece into right positions in specific sequences [2].

To enhance the use of assembly for both professional and amateur product
designers, conventional approaches use paper and electronic manuals that explain the
key assembly steps. Other approaches include short videos and virtual reality (and
augmented reality) demonstration. Especially, mobile phones are frequently used as a
general-purpose platform of assembly tutorials e.g., mobile phone-based tutorials for
complicated energy management system configurations [2] and mobile phone camera
scanning QR codes to track components to assembly [3]. As so, designers can learn
how to assemble a 3D printer at any time and from anywhere [4, 5]. In addition, mobile
phones can integrate attachments such as external sensors and widgets to augment
functions and interaction experience [6]. Despite known benefits, mobile phone camera
scanning is an interruptive approach, as which must stop ongoing tasks to proceed with
the scanning and assembly tutorials [7].

Given the inevitable physical contact with the target components in assembly, we
are inspired to implement a mobile phone-based device. The device integrates elec-
tromagnetic signal-based object detection technique to detect foreign objects upon
physical contact with the 3D printer components and there is a dedicated mobile phone
application accordingly displays text and animation tutorials of current component. The
device and application together underwent usability evaluation. The paper’s main
contributions include: (a) the design of the mobile phone-based device that can detect
components upon physical touch; (b) the approach that integrates the object recognition
process into essential assembling operations. Taking together, we propose the system
for personalised tutorials of 3D printer assembly for both professional and amateur
designers.

2 Related Work

2.1 Personalised Tutorials for 3D Printer Assembly

3D printers have the potential to enable iterative prototyping and evaluation on an
individual basis [8] and are easy to use with no need of extra training. However, it is a
contrast that most designers, including the experienced and amateur ones, are likely to
encounter technical and cognitive difficulties when assembling a 3D printer. Due to the
growing numbers and types of 3D printers, the conventional paper and electronic
instructions appear to be insufficient in catering individual designers’ needs for
assembly.

Recently, researchers have developed more accessible manuals by taking advantage
of mobile phone and related sensors e.g. integrated camera. Users can scan QR codes
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that are enclosed in the components to gain relevant instructions, or they can take a
picture of target components and search for related information. RFID is adopted to
mark up and recognise components [9]. These approaches help designers understand
(and manage) the components but may disrupt the current assembly process [10]. Take
mobile phone camera scanning for example, user will have to stop current assembling
activities, start the camera for related tutorials, and resume the previous task. The
disruption impairs the overall naturalness of assembly procedures and results in
unnecessary distractions and inefficiency. Furthermore, it raises a higher bar for per-
sonalised learning due to the requirements for user’s experience beforehand [11].
Handheld objects recognition such as [12] provide a useful example of integrating
object detection with user’s objects seeing, which achieved greater naturalness.

The technical development and applications of 3D printers are spread in diverse
domains, and technology-enhanced learning [13] and personalisation optimisation [14]
are involved in the context of online education and distance learning. But in overall,
little is concerned about how to design and deliver personalised tutorials to support 3D
printer assembly and more assembly-specialised results are expected.

2.2 Electromagnetic Signal-Based Object Detection

To achieve natural object detection, researchers have presented many techniques and
one of recent works is electromagnetic signal-based object detection, which utilises
electromagnetic (EM) signals to detect the target object upon physical contact [15, 16].
EM detection has advantages over other object detection techniques, as it is marker-
less, mobile phone inhabitable, and spontaneously integrated with object touch [17].

Electronic devices produces significant levels of electromagnetic (EM) emissions
due to circuitry operations [15]. Given the governmental regulations e.g. FCC’
mandatory standards at the devices’ electromagnetic noises, these unintentional
emissions can be received and transformed into electromagnetic signals, albeit the
initial signals are interweaved with background noises. A few categories of non-
electronic objects such as metallic objects also have unique electromagnetic signatures
[18]. This shows possibility of detecting mundane objects by simple touching.

To read the EM emissions and extract particular patterns out of the signals, device-
mediated sensing and body-communication are used [19]. The former instruments
devices such as electronic wires and the latter instruments the user through conductive
body which acts as an antenna. For example, the device-mediated sensing used to be
designed in an instrument that requires direct touch with the target object, as in [17]. In
contrast, the body-communication sensing reads EM signals through human body upon
physical contact with the object, as in [15, 18]. Clearly, the body-communication
sensing has advantages in dual-hand interaction tasks, but it also influences the detected
EM signals. Figure 1 shows the respective EM signal spectrums of objects being
scanned with different methods.

Extracting unique EM signal patterns out of the noises includes several steps.
Firstly, building an EM signal scanner hardware. Basic RFID reader and low cost open-
source software defined radio (SDR) modules with minor circuitry modifications were
adopted to read low frequency EM signals [18]. Secondly, visualising the EM signal
spectrum, as shown in Fig. 1. Thirdly, extracting EM signal patterns. This consists of
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Fig. 1. Electromagnetic spectrums of two electromagnetic signal detection methods with the
same object (left: device-mediated sensing, right: body-communication sensing)

two processes: setup a baseline threshold to filter off the unwanted signals, and then
employing statistical analysis of the EM signal profiles. Similar details of this process
can refer to [18]. Finally, categorising EM patterns according to object types. The
extracted patterns are used as input for object classification. That is, each unique pattern
is assigned to a specific object. Once the above processes are completed, the objects’
EM patterns are parsed and preserved in a database, which can be used for later object
detection. The hardware and process algorithms, which were partially implemented and
tested in our previous works in [20], were evaluated in multiple studies with reliable
and robust performance [17].

2.3 Mobile Phones for Personalised Tutorials

Mobile phones are an ideal platform for personalised tutorials, as mobile phones are a
ubiquitous personal device and compatible with external devices such as the electro-
magnetic sensors. There are a huge number of mobile phones in the use and a large
portion of these are for personal learning, including for language learning tutorials [21]
and distant courses [22]. Due to the mobility and other features accumulated through
successive generations of development e.g. camera and gyroscope, mobile phones have
promoted designers and researchers to take a pedagogical view towards supporting
tutorial applications in versatile scenarios such as 3D printer assembly and system
setup [1]. The existing studies put a strong emphasis on mobile phone-based system
design as well as system effectiveness [22].

Mobile phones have become an effective tutorial tool and are increasingly incor-
porating object recognition capabilities, e.g. EM signal detection, to build tangible
systems [23]. Mobile phone-inhabited object recognition systems open a wide range of
applications and novel interaction forms, despite the forms of mundane objects. For
example, mobile phones support augmented virtual assembly of architectures [24].

Object recognition and other mobile phone sensing e.g. location-aware allow non-
language learning and enhance user’s perception of the relationships between the
physical objects and spaces [25]. Especially, optical scanning attachments can be
coupled with the mobile phones and provide intuitive and efficient interaction. In this
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regard, previous studies successfully designed electromagnetic interference systems,
Emi-spy, to support proxemic interaction [16].

3 Method

The preceding reviews raise two main requirements for personalised tutorials for a 3D
printer assembling, including (a) accurate object detection that needs to be naturally
and seamlessly integrated in essential assembling operations, and (b) natural interaction
that needs to support user’s personalised access to the components without early
experience requirements. To meet these requirements, we prototyped a mobile phone-
inhabited two-part system. This section describes the details.

3.1 System Design

The device consists of two main parts, the hardware dongle that connects to the hosting
mobile phone for electromagnetic signal capture (Fig. 2) and the software application
that detects incoming signals and displays corresponding tutorials of component. The
dongle only harvests electromagnetic signals, as the application subsequently interprets
components with different signal patterns and displays component tutorials that are

prepared beforehand.

Fig. 2. The original receiver and inner circuit board (left), the modified receiver embedded in
the case (mid), and the final attachment coupled with a mobile phone (right)
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Hardware Dongle

As a device for personal use, it needs to be compact and low energy consuming. We
chose a low-cost RTL2832U USB software defined radio receiver as the detector of
electromagnetic signals (Fig. 2, top). Two capacitors on the circuit board were removed
and replaced with a wideband transformer in the original receiver, so to be able to detect
low band electromagnetic signals. The modification re-adjusted the receiver’s signal
detecting range to 1 Hz to the in-board oscillator’s highest frequencies of 28.8 MHz.
Technical details of the modification can refer to previous studies e.g. [15, 18].

We removed the original receiver’s outer case and embedded the inter circuit board
in a 3D printed dongle (Fig. 2, mid). The receiver’s full-sized USB interface was
modified to a smaller USB-C interface, so it can directly connect to the mobile phone.
To support electromagnetic signal conduction, the receiver’s antenna was welded to a
large piece of copper foil (Fig. 2, bottom). As such, the dongle can detect signals upon
direct physical contact with the objects, alternatively it can capture signals when a user
holds the antenna in one hand and touches target objects with the other, which supports
the signals to travel through conductive human body.

Object Signal Process

The signals captured by the dongle were processed as follows. The signals were
trimmed to 0 Hz—1 MHz by shifting the symmetric bypass window. Then, the signals
went through a fast Fourier Transform for frequency domain values. In this step, the
background noises that were sampled from the last 5 s were subtracted from the raw
signals. In Fig. 3, we show an example of two signal spectrums of 3D printer com-
ponents, indicating that the results are replicated and reliable in different environments.
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Fig. 3. The shifted signals of two different components

The signal patterns consist of two main features, the amplitudes (as the peaks in
Fig. 3) and frequencies (as the positions of the frequency in Fig. 3). The patterns are
stored in a local relational database. Before inserting a new signal pattern into the
database, we compared the detected signal patterns with the existing ones by using
rudimentary mathematical techniques, one of them being the least squares method.
Unknown signal patterns were passed through various levels before the outcome was
given. The sum of the square of errors between unknown signal peaks and the cata-
logued ones were computed and the entries that provided errors larger than an



Mobile Phone-Based Device for Personalised Tutorials of 3D Printer Assembly 43

acceptable error limit (which was set and calibrated beforehand) were directly rejected.
Another level with the algorithm checked if the error between majority of the peak
values was within a limit (which was more fine-tuned than the earlier mentioned one).
All the elementary signal processing and identification were implemented using
Python.

Signal Pattern Sampling
We took samples of electromagnetic signal patterns from 16 different components of a
3D printer (model: MakerBot Replicator 2) and recorded these samples in the local
database. In addition, we extracted electromagnetic signal patterns from another 12
components of laptops and desktop monitors and saved the results in the database.
The signal patterns in the database were assessed in three different environments
(3D printing laboratory, meeting room, and office), so to ensure the reliability and
validity of these patterns. We tested all signal patterns in another locations (corridor
hall, coffee bar, and modelling laboratory) and achieved 97.6% (82 out of 84) detection
accuracy.

Application and User Interfaces
We designed an Android mobile phone application to process signals and display text
and amination tutorials (Fig. 4a). In addition to the tutorials for the overall 3D printer
(Fig. 4b), each component in the database also had a dedicated tutorial page (Fig. 4c).
In addition, the application included a search page that provided extensive learning
contents of 3D printing (Fig. 4d).

Under: 3D printer

MakerBot Replicator 2,
3D Printer

Fig. 4. Mobile phone application tutorial pages (a: splash page with recent detected tutorials on
the bottom, b: overall 3D printer tutorial page, c: detailed tutorial page of a component, d: search
page for extensive learning)

The application included two parallelly running threads. The detection thread
monitored any incoming electromagnetic signal streams and detected the components.
In the case of no matching results, the application displayed the search page, otherwise
displaying tutorials of the component.

We illustrate a scenario of procedural device use in Fig. 5. Firstly, the user attached
the dongle to mobile phone and launched the application that automatically initialised
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the electromagnetic signal receiver and the local database. Secondly, the user touched
the copper foil antenna of the dongle while holding the mobile phone and device in the
one hand. This ensures quality transmission of electromagnetic signals when the other
hand had physical contact with components (see Fig. 5 the blue dashed line that
indicates signal flows).

user

= EM signal
mobile <& - pattern

3D printer phone ‘é\\ ~ database

components @’2’
& touched by % _handheld
3 — > z
TN sl ows : '&
signa ows coupled % - com
& - ponent
5 - ~ tutorial
EM detection ey database

dongle

Fig. 5. Procedural flows of electromagnetic signal detection and processing in personalised
tutorial delivery process (Color figure online)

3.2 System Evaluation

The device, both the dongle and application, was strictly engineered and tested in
multiple locations and scenarios. Despite high accuracy in signal sampling, little is
known about the device’s usability in practical use. Thus, we conducted an empirical
study to understand how the device affected student designers’ 3D printer assembly.

Participants

We recruited 15 volunteer students from the department of design to assembly a 3D
printer with the device. Of these students, 3 were Master students in digital media and 1
was doctoral researcher in human-computer interaction (Myge = 21.7, SDyge = 0.61).
Prior to formal study, all participants were given a 2 min video introduction and
sequentially a 5 min practice. To circumvent potential learning effects, the practice
used a laptop and a 24 in. desktop monitor.

After signing consent form, the participants completed a self-report regarding pre-
vious experience of 3D printer use and assembly. Given the experience levels, the
participants were divided into two groups. 11 participants with little experience were in
group A and the other 4 participants were in group B. Group A used system usability
scales as it was an intuitive approach to quantitatively measuring usability [26]. In
contrast, group B adopted heuristic evaluation by following Neilson’s heuristic process
because it allowed the participants to flexibly explore the usability [27].

Procedures

For group A. The task was to use the device to assemble the 3D printer that was
previously used for signal sampling. There were 20 components in total to assemble, 16
of these were prepared in the database and the other 4 were not. The task lasted 30 min,
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regardless of completeness. After the task, the participants were required to fulfil the 5-
Likert usability questionnaires.

For group B. The experimental settings and task procedures were the same as group
A’s. After the task, the participants needed to rate the device against a sheet of
heuristics.

Results

The results of the device’s usability were quantitative and qualitative. Despite relatively
small sample sizes, the SUS evaluation results indicated greater overall usability than
average levels (standard average score is 68 and the study results were 80). In addition,
the mean score of all questions was 3.8 (SD = 0.69), indicating extraordinarily positive
feedbacks on the usability of the device in supporting 3D printer assemble (Fig. 6).

1 2 3 4 s 6 8 9 10

Questions in System Usability Scales

Mean Likert Results

Fig. 6. Results of the ten questions in system usability scales evaluation

In group B, the participants’ heuristics evaluation revealed two important factors
that attributed to good usability. The compact hardware design and intuitive dongle
coupling with mobile phone were useful to users and importantly, the approach to
detect target components through physical contacts was of great novelty to the par-
ticipants. In overall, participants in group B reported no severe usability issues but
commented on a number of user interface designs e.g. font sizes.

In addition, the participants’ overall efficiency was qualitatively examined. Based
on the experimenter’s observations on the participants’ device use, the participants
assembled the components quickly once they gained corresponding tutorials. Other-
wise, the participants took longer time to think about which positions the current
component fitted into.

4 Discussion

The novelty of the device design is the approach that integrates the process of com-
ponent detection into the essential operations of 3D printer assembling. It is different
from conventional personalised design methods in several perspectives.

Firstly, existing object detection systems e.g. barcode and QR code scanners may
disrupt ongoing operations, which leads to a consequence of task interventions and low
engagement level. Our approach takes advantage of the inevitable activities — user’s
hands will have to touch the components during assembling, and as a reaction, the



46 X. Li et al.

approach implements a detection technique — electromagnetic signal detection — to
merge the detection process into the core operations. It is a more natural way than the
conventional ones with respect to task flows.

Secondly, the approach, as well as its implementation of the prototype system, not
only has greater naturalness but also has potential benefits of higher productivity. The
task performance results indicate that the participants’ interactions were relatively high,
as that they saved the object scanning time by following an intuitive process that was
very similar to the natural ‘seeing-doing’ loops.

Thirdly, the approach is generalising to multiple mobile device-based applications.
For example, the object detection process can be integrated with user’s eye-seeing
activities for those working in a parcel picking production line. Finally, on the ground
of mobile learning — especially its mobility and ubiquity, the approach is also sup-
portive to personalised tutorial delivery, as that the users can touch any interested
components and learn related information of device assembly.

As mentioned, the device currently serves as a proof-of-concept and works reliably
with a set of components, mostly the laptops, monitors, and 3D printers. Possible
improvements need to be performed with more rigorous signal data processing by
improving noise reduction algorithms followed by using e.g. Support Vector Machine
(SVM). This may also improve reliability. Alternatively, the signal can be further
analysed to find minima and maxima as well as the relationships between these key
features such as gradient between points, etc. Increasing the number of attributes used
to classify an object can only lead to greater accuracy although that may come at the
expense of processing speed, since each additionally processing step would incur
additional time in the overall process.

5 Conclusion

The paper presents the design of a mobile phone-inhabited system that is served to
supply personalised tutorials for a 3D printer assembly. The detailed procedures, as
well as the specifications of the system design, are provided. Furthermore, the study
adds an empirical evaluation of the system with respect to usability which reveals
potential influence on user’s learning of device assembling. The results show that the
system design, which integrate object detection within essential assembling operations,
is very effective. Moreover, generalising implications for personalised system design
for learning purposes are discussed.

Acknowledgements. The authors thank the reviewers’ comments. This research was supported
by the funding from Cloud-based natural interaction devices and tools (2016 YFB1001304) and
NSFC project (61802341).

References

1. Conner, B.P., et al.: Making sense of 3-D printing: creating a map of additive manufacturing
products and services. Addit. Manuf. 1, 64-76 (2014)



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

Mobile Phone-Based Device for Personalised Tutorials of 3D Printer Assembly 47

. Vallina-Rodriguez, N., Crowcroft, J.: Energy management techniques in modern mobile

handsets. IEEE Commun. Surv. Tutor. 15(1), 179-198 (2013)

. Liu, Y., Yang, J., Liu, M.: Recognition of QR code with mobile phones. In: Control and

Decision Conference, CCDC 2008, Chinese. IEEE (2008)

. Motiwalla, L.F.: Mobile learning: a framework and evaluation. Comput. Educ. 49(3), 581—

596 (2007)

. Henkemans, O.A.B., et al.: Design and evaluation of a personal robot playing a self-

management education game with children with diabetes type 1. Int. J. Hum Comput Stud.
106, 63-76 (2017)

. Le, H.V., et al.: A smartphone prototype for touch interaction on the whole device surface,

pp. 1-8 (2017)

. Jacob, S.M., Issac, B.: The mobile devices and its mobile learning usage analysis. arXiv

preprint arXiv:1410.4375 (2014)

. Ludwig, T., Boden, A., Pipek, V.: 3D printers as sociable technologies: taking appropriation

infrastructures to the internet of things. ACM Trans. Comput.-Hum. Interact. 24(2), 17
(2017)

. Kesler, M.P., et al.: RFID tag and transponder detection in wireless energy transfer systems.

Google Patents (2017)

Lane, N.D, et al.: A survey of mobile phone sensing. IEEE Commun. Mag. 48(9), 140-150
(2010)

Norman, D.A.: The Design of Everyday Things. Basic Books, New York (2002)

Ren, X., Philipose, M.: Egocentric recognition of handled objects: benchmark and analysis.
In IEEE Computer Society Conference on Computer Vision and Pattern Recognition
Workshops, pp. 2160-7508 (2009)

Brinkman, W.-P., et al.: HCI for technology enhanced learning. In: Proceedings of the 22nd
British HCI Group Annual Conference on People and Computers: Culture, Creativity,
Interaction, vol. 2. BCS Learning & Development Ltd. (2008)

Jeske, D., Bagher, M., Pantidi, N.: HCI expertise needed!: personalisation and feedback
optimisation in online education. In: Proceedings of the 31st British Computer Society
Human Computer Interaction Conference. BCS Learning & Development Ltd. (2017)
Yang, C.J., Sample, A.P.: EM-comm: touch-based communication via modulated electro-
magnetic emissions. Proc. ACM Interact. Mob. Wearable Ubiquit. Technol. 1(3), 118 (2017)
Zhao, N., et al.: EMI spy: harnessing electromagnetic interference for low-cost, rapid
prototyping of proxemic interaction, pp. 1-6 (2015)

Yang, C., Sample, A.P.: EM-ID: tag-less identification of electrical devices via electro-
magnetic emissions. In: 2016 IEEE International Conference on RFID (RFID). IEEE (2016)
Laput, G., et al.: Em-sense: touch recognition of uninstrumented, electrical and electrome-
chanical objects. In: Proceedings of the 28th Annual ACM Symposium on User Interface
Software and Technology. ACM (2015)

Lam, Y., et al.: TouchCom-creating real excalibur experience with body touch communi-
cation. In: Proceedings of the 13th Annual International Conference on Mobile Systems,
Applications, and Services. ACM (2015)

Li, X.A., Hansen, P., Lou, X., Geng, W., Peng, R.: Design and evaluation of cross-objects
user interface for whiteboard interaction. In: Streitz, N., Markopoulos, P. (eds.) DAPI 2017.
LNCS, vol. 10291, pp. 180-191. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-
58697-7_13

Burston, J.: Realizing the potential of mobile phone technology for language learning.
IALLT J. Lang. Learn. Technol. 41(2), 56-71 (2016)

Wu, W.-H,, et al.: Review of trends from mobile learning studies: a meta-analysis. Comput.
Educ. 59(2), 817-827 (2012)


http://arxiv.org/abs/1410.4375
http://dx.doi.org/10.1007/978-3-319-58697-7_13
http://dx.doi.org/10.1007/978-3-319-58697-7_13

48

23.

24.

25.

26.

27.

X. Li et al.

Yeo, H.-S., et al.: Workshop on object recognition for input and mobile interaction, pp. 1-5
(2017)

Brohm, D., et al.: Future trends of augmented reality. In: Augmented Reality for Food
Marketers and Consumers, pp. 1681-1685. Wageningen Academic Publishers (2017)
Cates, S., Barron, D., Ruddiman, P.: MobiLearn go: mobile microlearning as an active,
location-aware game. In: MobileHCI 2017, pp. 1-7. ACM, Veinnna (2017)

Peruri, A., Borchert, O., Cox, K., Hokanson, G., Slator, Brian M.: Using the system usability
scale in a classification learning environment. In: Auer, M.E., Guralnick, D., Uhomoibhi,
J. (eds.) ICL 2016. AISC, vol. 544, pp. 167-176. Springer, Cham (2017). https://doi.org/10.
1007/978-3-319-50337-0_14

Inostroza, R., et al.: Developing SMASH: a set of SMArtphone’s uSability Heuristics.
Comput. Stand. Interfaces 43, 40-52 (2016)


http://dx.doi.org/10.1007/978-3-319-50337-0_14
http://dx.doi.org/10.1007/978-3-319-50337-0_14

	Mobile Phone-Based Device for Personalised Tutorials of 3D Printer Assembly
	Abstract
	1 Introduction
	2 Related Work
	2.1 Personalised Tutorials for 3D Printer Assembly
	2.2 Electromagnetic Signal-Based Object Detection
	2.3 Mobile Phones for Personalised Tutorials

	3 Method
	3.1 System Design
	3.2 System Evaluation

	4 Discussion
	5 Conclusion
	Acknowledgements
	References




