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Abstract. Online Lesbian, Gay, Bisexual, and Transgender (LGBT) support
communities have emerged as a major social media platform for sexual and
gender minorities (SGM). These communities play a crucial role in providing
LGBT individuals a private and safe space for networking because LGBT
individuals are more likely to experience social isolation and family rejection.
However, the emergence of these online communities introduced new public
health concerns and challenges. Since LGBT individuals are vulnerable to
mental illness and risk of suicide as compared to the heterosexual population,
crisis prevention and intervention are important. Nevertheless, such a protection
mechanism has not yet become a serious consideration when it comes to the
design of LGBT online support communities partially because of the difficulties
of identifying at-risk users effectively and timely. This pilot study aims to
explore the potential of identifying LGBT user discussions related to help-
seeking through natural language processing and topic model. The findings
suggest the feasibility of the proposed approach by identifying topics and rep-
resentative forum discussions that contain help-seeking information. This study
provides important data to suggest the future direction of improving data ana-
lytics and computer-aided modules for LGBT online communities with the goal
of enhancing crisis suicide prevention and intervention.

Keywords: LGBT � Suicide � Mental disorders � Topic model �
Natural language processing

1 Introduction

1.1 LGBT Internet Support Communities

Online Lesbian, Gay, Bisexual, and Transgender (LGBT) communities have emerged
as a major social media platform for sexual and gender minorities (SGM). Due to
family rejection, isolation, stigma, and discrimination, many LGBT individuals choose
to engage with LGBT online communities where they can network with peers in a
relatively private and safe space. Notably, however, LGBT individuals experience high
rates of mental illness (e.g., mood disorders, anxiety, personality disorders, etc.) as well
as high risk of suicide as compared to heterosexual population [1]. Recent studies also
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indicated an increasing number of LGBT youth in these online communities [2]. The
Centers for Disease Control and Prevention (CDC) have reported that suicide is the
third leading cause of death for youth ages 10 to 14 and the second leading cause of
death for youth ages 15 to 24 in the US [3].

These LGBT support communities have been an ideal venue for LGBT users to
expose themselves and to seek advises, but thus far most of the communities are
missing the function to protect this vulnerable population from high-lethality suicide
risk. More specifically, there is a missing module to identify at-risk users in a timely
manner, in which those users may expose signs of urgent needs of support, severe
suicidal ideations, or suicidal behaviors. As a result, timely prevention and intervention
are barely possible.

1.2 Identifying Help-Seeking Behaviors from Users’ Written Speech

Help-seeking behaviors are an observable measure for the state of users’ psychosocial
functioning, which may be used for identification of at-risk users. The proactive
intervention will become feasible if at-risk users and their posts can be accurately
identified in a timely manner. In the traditional research environment in which
researchers gain direct interactions with participants, such behavioral data is collected
through interviews, surveys, and clinical observations. Although it is a less challenging
data collection process, studies reported that many participants are reluctant to provide
information about their needs [4, 5]. When it comes to the online environment, user-
generated written speech is the key data source that enables indirect observation of
users’ help-seeking behaviors.

Users in LGBT online support communities raise a variety of help-seeking topics
such as identity confusion, networking, crises in relationships, mental disorders, etc.
Many topics do not necessarily relate to suicide risks, but some others deserve
immediate investigation and intervention, e.g., those express depression and suicidal
ideations. Unfortunately, there is only a very small number of LGBT support com-
munities, e.g., TrevorSpace, that recruited specialized forum administrators to provide
referral information and interventions to those who are at risk. Even so, the service is
not provided in a timely manner due to the costly labor. Most LGBT support com-
munities are only able to share the suicide referral information in the announcement
column. Hence, there is a pressing need to improve the timely identification of critical
help-seeking topics for proactive intervention.

Presently, there is a limited number of studies that focus on help-seeking behaviors
of online LGBT users through their written speech. Among published work, most
studies adopted content analysis in which human judges are performed on coded free
text [6]. The content analysis presents unique advantages of disclosing detailed and
clinically valuable information about users’ psychobehavioral states but is also criti-
cized for intensive labor and questionable inter-rater reliability [7]. In recent years,
computer-aided data processing and analyses have been increasingly used in social,
behavioral, and health sciences. Computational methods that were originally developed
from computer and information sciences are now used in psychological studies, such as
natural language processing (NLP) and machine learning [8]. For example, topic
modeling has also been used as a replacement or supplement of content analysis in
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processing written speech that contains mental health-related information [9, 10]. One
of the unique advantages of these computational methods is the efficiency and
enhanced capability of processing large-scale data.

1.3 Approach

The primary aim of this study is to identify signs of help-seeking behaviors by ana-
lyzing LGBT online users generated written speech. These help-seeking behaviors are
important data valuable to identify at-risk users.

To achieve this aim, we employed natural language processing (NLP) to assist in
automated analysis of textural data and clustering of topics of posts. In specific, we
developed topic models [11] to automatically cluster various topics of help-seeking
posts. Our approach allows us to distinguish different posts by clusters of lexical
information a thread carries. Recent advances in clinical psychology, NLP, and
machine learning have already demonstrated the feasibility of automated identifying
suicide-risk related clues through analyzing linguistic information such as individuals’
written speech on social media [12–16] and electronic health records [17]. We analyzed
the historical posts from LGBT Chat & Forums, an anonymous LGBT online com-
munity consisting of ten thousand of threads. The experimental procedures are as
follows. (1) We employed standard NLP preprocess to clean the free text data. (2) We
implemented the Latent Dirichlet Allocation (LDA) algorithm to construct topic
models. (3) We used the trained topic models to cluster posts by topics. Based on the
model output, we examined topics, keywords representing the topics, and associated
posts relevant to help-seeking behaviors. Discussion of potential design of an inter-
active module to timely identify at-risk users followed.

Our study provided important data to demonstrate the efficiency and effectiveness
of identifying critical help-seeking behaviors by users generated written speech. The
findings will serve as the preliminary data to our future plan of developing computa-
tional tools for the emerging LGBT online support communities. Our study also pro-
vided data to inform potential changes in public health policy that benefits the SGM
population.

2 Methods

2.1 Materials

We used historical data of LGBT users’ written speech communications from LGBT
Chat & Forums (https://lgbtchat.net/). This is an open-registration and anonymized
forum that allows LGBT users for networking, chatting, and experience sharing.
Historical data refers to data that was generated six months before data collection.

Data were extracted by web crawling technique. We employed the Python3
wrapped package of Boilerpipe3 to fetch the data. A corpus consisting of 65,120 forum
posts generated from December 2012 to June 2018 was created. Data collection was
completed in January 2019.
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Although researchers do not need to comprehend forum posts during the automated
data collection and processing, it is still possible for observing any adverse events or
suicidal behaviors that still have any influence at present. In case any of these adverse
events and suicidal behaviors are observed during the study, researchers were
instructed to report immediately to forum administrators and local crisis intervention
agencies.

2.2 Procedures

We performed standardized NLP procedures to prepare the corpus before it could be
used to generate the topic model. Below we described the NLP pre-processing and
topic modeling, respectively.

NLP Pre-processing. The motivation of pre-processing the corpus is to extract the
bag-of-words (BOW) representation of free text. In the corpus, each post is in the free
text format, which can be represented by a multiset of words disregarding the sequence
and grammatical rules, i.e., BOW. Topics can be extracted from such a BOW repre-
sentation. We followed the procedures below. The resulting dataset was in the BOW
representation with indexes and word frequency that were ready for topic modeling.

Cleaning-Up Text. We used regular expressions to remove text irrelevant to the users’
written speech (e.g., HTML heading and tagged text), new-line characters, and
symbols.

Tokenization. This step was to tokenize sentences into words, removing punctuations.
We used the tokenization module built in the Gensim package.

Removing Stop Words. Stop words (e.g., “the”, “a”, “an”, etc.) are interfering when
included in the BOW representation. To remove the stop words, we used the list of stop
words included in the nltk package as a dictionary.

Bigram Modeling. We considered words frequently occurring together in the corpus to
be bigram words (e.g., “Southern Europe”). The identification of bigrams and words
combining were performed by employing the Gensim package.

Lemmatization. This step was to convert the words into the root format. For example,
the word “laughing” should be converted to “laugh” and the word “students” is con-
verted to “student”. Lemmatization was performed by employing the spaCy package.

Topic Modeling. The topic model we used was built on LDA algorithm and was
implemented in the Gensim package. LDA develops probabilistic graphical modeling
based on BOW representation. To discover an optimized topic model, we considered a
balance between the coherence of words captured by topics and the interpretability of
topics.

Building LDA Topic Models. We built the models by employing the Gensim package.
We used default parameters including chunksize (the number of posts in each training
chunk), passes (total number of training passes), and alpha and eta (control of sparsity
of topics). The only parameter we manipulated was num_topics, which represents the
number of topics the model generated, discussed next.
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Finetuning the Model with Optimized Coherence Score. We conducted an experiment
in which we trained topic models with different numbers of topics (i.e., num_topics).
The number of topics ranged from 5 to 100 with an increment of 5, resulting in 20
different values for num_topics. These models were measured by the coherence score
[18] ranging from 0 to 1. A higher score represents a better coherence. Models with
outperformed coherence scores were used to generate topics for further analysis.

Visualization. We created an interactive 2D visualization for generated topics. The
pyLDAvis package was used for creating visualization.

Topic Analysis and Interpretation. We first identified topics relevant to help-seeking
behaviors by examining the set of topic keywords. Second, we retrieved the most
representative posts for relevant topics. This procedure enabled a detailed observation
by establishing a direct interaction between topics and posts.

3 Results

3.1 Experimental Results for Optimized Models

We tested 20 different topic models with different a number of topics (num_topics).
Figure 1 shows the convergence scores for every run of the test. In general, the
coherence scores drop slowly when we increased the number of topics. The best
coherence (0.47) was recorded when there were 5 topics specified. Moreover, in order
to identify an optimized model, we also need to evaluate the interoperability of the
topics the model produced, detailed in the next section.

Fig. 1. Coherence scores for models with different number of topics.

Clustering Help-Seeking Behaviors in LGBT Online Communities 349



3.2 Topic Interpretation

We started to identify an optimized topic model that can generate meaningful topics
from the model with num_topics = 5 with an increment of num_topics each time.
Models with comparatively high convergence scores often trade off with the number of
meaningful topics. To balance between these two factors, we generated a model with
35 topics (coherence score = 0.4) for downstream analysis.

Examining Relevant Topics. In Table 1, we selected the interpretable topics and the
corresponding keywords. Each topic is represented by a set of 10 keywords that have
the highest contribution to the topic.

Among the 35 topics, Topic #22 is relating to posts that contain help-seeking
behaviors. As shown on the left-hand side of Fig. 2, the bubbles represent topics. The
area of a bubble represents the prevalence of a topic. Semantically close topics are
close, or even overlapped, in the figure. The bar chart on the right-hand side of the
figure shows the top represented keywords of a topic as well as the frequency and
proportion of the keywords. For Topic #22, it was distributed over a number of salient
keywords including “die”, “kill”, “cry”, and “dead”. Most of these keywords were
unique to Topic #22 except for “medical”, “would”, and “alone”.

Table 1. Topics and keywords.

Topic Keywords Interpretation

#7 “meet” + “welcome” + “people” + “talk” + “old” + “friend” +
“new” + “be” + “join” + “chat”

Welcoming

#8 “gender” + “male” + “tran” + “female” + “body” + “transgender”
+ “doctor” + “identify” + “hormone” + “question”

Gender & sexual identify

#9 “friend” + “come” + “tell” + “family” + “accept” + “father”
+ “sister” + “scared” + “step” + “know”

Out; family rejection

#10 “girl” + “guy” + “date” + “friend” + “crush” + “boyfriend”
+ “straight” + “kiss” + “relationship” + “never”

Dating; relationship

#11 “woman” + “man” + “attract” + “bisexual” + “pansexual”
+ “attraction” + “sexual” + “husband” + “bisexuality” + “straight”

Gender & sexual attraction

#12 “sex” + “relationship” + “partner” + “sexual” + “wife” + “marry”
+ “romantic” + “married” + “orientation” + “desire”

Relationship

#13 “gay” + “sexuality” + “straight” + “lgbt” + “sin” + “religious”
+ “community” + “people” + “homophobic” + “homophobia”

Religion

#14 “love” + “wonderful” + “dream” + “god” + “believe” + “heart”
+ “fight” + “beautiful” + “together” + “lover”

Relationship

#15 “parent” + “mom” + “child” + “mother” + “daughter” + “therapist”
+ “kid” + “dad” + “live” + “brother”

Family

#22 “country” + “sign” + “die” + “kill” + “cry” + “dog” + “visit”
+ “cat” + “water” + “dead”

Self-harm; mental
problems; help-seeking

#30 “voice” + “pain” + “angry” + “apart” + “pull” + “worker” + “lay”
+ “sexy” + “gf” + “card”

Mental problems; help-
seeking

350 C. Liang et al.



Topic #30 is also relevant to help-seeking posts. It was represented by “pain”,
“angry”, “apart”, etc. See Fig. 3. All of the keywords made unique contributions to topic
#30. Overall, both topics are less prevalent as compared to topics #1, #2, #3, #4, etc.

Fig. 2. Topic distribution and representative keywords for topic #22.

Fig. 3. Topic distribution and representative keywords for topic #30.
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Of particular interest to the potentially vulnerable users in the LGBT online support
communities, we found that the keyword “school” occur in many posts, suggesting that
there may be a substantial number of LGBT youth users in the online communities.
Our model shows that “school” is primarily contributing to the Topic #5. See Fig. 4.
Although this topic was not included in Table 1 due to the lack of a meaningful
interpretation, such a finding suggests interesting follow-up research questions.

Representative Posts over Topics. We explored further on identifying representative
posts for a topic of interest. Posts relating to help-seeking behaviors contain shared-
experience about depression, hopeless, pain, self-harm, etc. Users tended to be sup-
portive and provided emotional support, social support, and information about suicide
hotlines. See Table 2 for examples of discussion in the posts.

Fig. 4. Contribution of keyword “school” to topic #5.

Table 2. Examples of help-seeking and peer-support related posts. Contents are modified to
remove less important information.

Fractions of discussion in the posts Notes

…… I wake up every morning so miserable and so tired, I feel
hopeless. ……

Negative
mental/physical status

…… I self harm which is something I never thought I would do. Self-harm
…… I drink excessively every night just to take the pain away. Pain
…… This year is the last year as u all move forward into {year} I
will stay in {year}. ……

Suicidal ideation

…… My dreams were to have a nice wife and children, just to be
loved and share my life with the woman of my dreams. It’s never
going to happen. ……

Shared experience

…… Please talk to us. We understand. ……. Peer support
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4 Discussion

4.1 Major Findings

In this study, we explored the potential of identifying LGBT forum posts that are
relating to help-seeking behaviors by topic models. One premise of this approach is that
topics of posts are represented by multisets of words. Our findings suggested that a
spectrum of meaningful topics can be identified by developing topic models over
LGBT forum posts. This finding is in line with a number of studies leveraging topic
models to discover topics of interest from textual social media data [19–21].

In a number of topics that we found, we would like to underscore help-seeking
topics with the scope of this study. Help-seeking behaviors exist in the LGBT online
support communities. Such posts are often associated with shared negative emotion and
experience, mental/physical pain, suicidal ideations, and even signs of attempts. Causes
include rejection, self-disappointment, gender & sexual identity-related confusion, etc.
Based on our observation, users from the LGBT forum are supportive, especially those
who have been in the same or similar situations before.

In addition to the help-seeking related topics, we also identified a number of
meaningful topics that are widely discussed in the community. These topics are equally
interesting to research questions with regard to gender and sexual identity, isolation,
rejection, bully, and a number of contributing factors to mental disorders. These
research questions are traditionally studied in a face-to-face setting such as interview
and questionnaire. Our approach holds potentials to provide an innovative alternative to
collect data from LGBT users generated written speech. As compared to the content
analysis, which is commonly used to analyze data collected from interview and nar-
rative data, NLP and topic modeling can overcome shortcomings such as less
efficiency.

4.2 Implications for LGBT Online Support Communities

In this study, we strived to collect preliminary data to contribute to the improvement of
LGBT online communities. LGBT population is vulnerable to mental health problems
and suicide. Presently, most of the LGBT online support communities have limited
protective mechanism for proactive suicide intervention and prevention, remaining to
be a significant public health concern. Since the findings suggest the feasibility of
automated identification of at-risk posts, we recognized the potential to develop a real-
time monitoring module to identify users who need immediate assistance.

4.3 Limitations and Future Direction

The present study is less valuable without the discussion of its limitations. First,
outcomes of the topic model are limited in terms of interpretability. As it has been
recognized as a common problem of topic modeling, in our study, only 11 out of 35
topics carry obvious meanings. The rest of the topics are either less salient or con-
taining implicit meanings. Second, identifying meaningful topics requires domain
knowledge. The process is less objective, but it was compromised by calculating the
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coherence score of the model. Third, the corpus of LGBT forum posts contains a
considerable portion of noisy information. We noticed that meaningful topics are
generally less prevalent, whereas many less-meaningful topics are not. It is probably
because the discussion in the LGBT forum involves a broad range of mixed themes,
including lyrics, movies, and jargons that are less suitable to be captured by a BOW
based model, i.e., topic model.

In the future study, we aim to develop further on the present approach to improve
the accuracy, interoperability, and generalizability of NLP methods. For example, we
believe that a specialized language system can provide references for the machine to
understand contextual semantic information from LGBT users generated narratives.
Presently, there is no published tool for that purpose. In addition, a customized NLP
pipeline may improve the text pre-process and, further, the performance of the model.
Our next step is also to develop data processing tool specialized for LGBT online
communities with the goal of improving proactive intervention through data science.
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