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Abstract. Functions provide substantial benefits for software development,
simplifying programming through decomposition, reusability and abstraction. In
a previous study, our group identified a tendency of high-school students to not
use functions, even in programming tasks where functions can be a good
solution strategy. The current research extends this observation to university
students and aims to provide an explanation for the factors underlying this
tendency. We focus on the subjective cost of the cognitive effort required for
writing functions. Our experiment examined how information systems students
solved a set of programming tasks, which varied by the number of repetitive
questions. The results showed that most of the students avoided using functions
altogether. We further found that in the subgroup of students who used functions
at least once, the likelihood of using functions was positively associated with
(a) the number of repetitive questions in each task, and (b) the task order, i.e.,
the progress of the experiment. These results indicate that the subjective cost of
writing functions is taken into account when making a decision on how to solve
a task at hand and is compared with the cost of repetitive work without using
function, and that the former cost is updated with experience.
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1 Introduction

Software development requires the ability to design and write code using abstract
constructs, such as functions and classes. This requires to think abstractly, a skill which
is not easily mastered [5, 9]. For example, Hadar [4] showed that while developers
possess the knowledge about the concepts and principles of object-oriented design
(OOD), they demonstrate design errors, some of which stem from the need to think in
abstract terms. The explanation offered for these errors is heuristics thinking [7],
reflected in developers’ intuition about objects in the real world, which in some cases
conflicts with the formal principles of object-oriented design (OOD).

Omar at el. [12] found that when asked to write code for simple tasks, in which the
use of functions is a good strategy, high-school students did not spontaneously use
functions unless they were explicitly asked to do so, even when they had proven
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knowledge and ability to use them successfully. A qualitative analysis of the reasons
the students provided for their decision why they did not use functions, indicated three
main reasons: (1) The principle of least effort [8, 18] – choosing the easiest solution
available of the perceived options. (2) The principle of satisficing [14, 15] – choosing
the first solution that comes to mind which seems good enough. (3) Comfort zone [1] –
choosing familiar habits. All three identified reasons are closely related to habitual and
intuitive thinking, as explained by the dual-process theory [7].

In this study, we extend the previous research [12] about how cognitive factors
affect the decision whether to use functions when writing code. First, we extend the
population of high-school students to university students. Second, we seek a more in-
depth explanation as to how the process of deciding whether to use functions is affected
by the effort required in the different tasks. More specifically, our objective is to
understand which factors lead developers to migrate from the strategy of not using
functions to that of using them. Finally, we examine whether learning occurs over the
course of repetitive decisions as to the use functions, thus affecting future decisions.

Our approach combines an additional cognitive perspective – the value-based
subjective cost of effort [16] – with the aforementioned explanation of the dual-process
theory. According to this approach, when faced with a coding task, the developer
contemplates different solutions and evaluates their subjective cost in terms of cogni-
tive effort. For example, not using functions may incur little effort in non-repetitive
tasks but will be very costly when the task is highly repetitive. This estimation is based
on the developer’s previous experience or assumptions and may change after additional
experience is gained. The developer compares the different subjective values of the
alternative coding solutions, e.g. using functions and not using functions, to decide on
her course of action.

Guided by this approach, we address the following research questions:

RQ (1): How will the number of questions (repetitions) in each coding task
influence the use of functions in solving these tasks?
RQ (2): Can we observe an order effect (experience) on the use of functions?

The remainder of this paper is organized as follows: Sect. 2 provides some theo-
retical background on the cognitive theories used in this research. Section 3 describes
the research method and Sect. 4 presents its results. Section 5 discusses the results and
threats to validity and Sect. 6 concludes.

2 Theoretical Background

2.1 The Dual-Process Theory

The phenomenon investigated in this paper, namely the selection of the a satisfactory
solution to a problem even when inferior to an alternative solution, is related to Herbert
Simon’s study on bounded rationality and concept of satisficing [14]. Bounded
rationality is the idea that decision makers’ rationality is limited by the tractability of
the decision problem, the cognitive limitations of their mind, and the time available to
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make the decision. As a result, they will seek a satisfactory, good enough, solution
rather than an optimal one.

This idea was also examined in Kahneman’s Nobel Prize lecture (2002), “Maps of
bounded rationality: A perspective on intuitive judgment and choice,” relying on the
dual-process theory. According to this theory, two distinct systems operate in our
minds: an intuition-based system (S1) and a reasoning-based system (S2). The first (S1)
is characterized as fast, parallel, with automatic, effortless and associative slow-learning
heuristics, whereas the other (S2) is characterized as a slow, serial, controlled, effortful,
rule-governed and flexible.

The relation of this model to the idea of least cognitive effort is that the purpose of
humans’ S1 is to reduce the cognitive effort required by S2. When we need to do things
that can be done automatically, mostly habitual tasks we have already acquired some
knowledge of how to perform, we prefer to do them by using the S1-based intuitive
thinking [7]. This preference of S1 over S2 results in some of the principles explained
previously, for example, the availability heuristic, i.e. selecting the first answer that
comes to mind, which also adds to its presumed correctness (“it feels right”) [7]. Based
on this theory, we predict that functions would be less used (unless the participant has
previously used them habitually), because using functions requires abstract thinking
involving S2, which in turn requires a more effortful thought process than that involved
in S1 thinking of the dual-process model [7].

2.2 Subjective Cost of Cognitive Effort

The idea of subjectivity of an option’s cost or value (i.e., subjective value) draws from
studies in behavioral economics. Subjective values have been studied in the context of
delayed reward [6], for example, where decision makers preferred smaller amounts of
money delivered immediately over higher sums delivered in some future time. In the
context of cognitive effort, participants were shown to prefer tasks which were less
cognitive demanding but were associated with low rewards, over more cognitively
demanding tasks which incurred high rewards [16]. In another study participants
implicitly learned to choose between two decks of cards of task instructions, one of
which included more cognitively demanding tasks than the other [8]. In these studies,
the experimenters parametrically manipulated the reward associated with high cogni-
tive load (or future delay) to track the participants’ indifference point, e.g. how much
reward should be associated with a demanding task to make the participant choose it
over an easy task on 50% of the trials. This indifference value represented the par-
ticipants’ individual subjective cost associated with cognitive effort.

These results demonstrate the idea that people try to avoid cognitive effort, such
that high cognitive effort is associated with higher subjective cost. This behavior may
bear a resemblance to our investigation on the decision of using functions. If we
harness the idea that the subjective cost will increase as the need for cognitive effort
arises, then we can assume that because functions require abstract thinking, their
subjective cost will be higher than using an alternative option that does not require this
type of thinking (for example, writing loops). It is therefore reasonable to assume that
when people choose between the two options of writing code, one using functions and
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the other using loops, they would prefer the option to which they allocate a lower
subjective cost of effort.

Moreover, we assume that tasks that involve more work will be considered as
having higher subjective cost of effort. At the same time, tasks that require abstract
thinking will be considered as having higher subjective cost as well. However, while
the subjective cost of using functions does not change when the number of repetitive
questions change, the subjective cost of using loops is to be considered based upon the
amount of work required, which is derived from the number of repetitions in the tasks.
Accordingly, our aim is to identify the point in which the subjective cost of using loops
becomes higher than that of using functions.

3 Method

3.1 Experiment Design

The experiment was designed to test the following hypotheses:
For RQ (1): How will the number of questions in each coding task influence the

use of functions in solving these tasks?

H (0): There will be no correlation between the number of questions in each task
and the frequency of use of functions.
H (1): The frequency of use of functions will be positively correlated with the
number of questions in each task.

For RQ (2): Can we observe an order effect (experience) on the use of functions?

H (0): There will be no correlation between the task order and the frequency of the
use of functions.
H (1): There will be a positive correlation between the task order and the frequency
of the use of functions.

The experiment consisted of an introduction explaining the experiment to the
participants, a precondition part aimed at ensuring that the participants have the
knowledge needed for developing code using functions, and the main part of the
experiment including a series of 15 coding tasks. Participants were asked to use a
coding language of their choice, or pseudo code. Participants were able to use copy and
paste within a task but copying text between tasks was restricted by the experiment, in
order to isolate the effort invested in each task.

The precondition part included a single task in which the participants were asked to
write a function that adds a value to an array of elements, in a coding language of their
choice. While all our participants completed at least one academic programming course
(C), this part allowed us to identify and exclude participants who nevertheless still
struggle with the proper use of functions.
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The functions part included 15 simple arithmetic tasks on arrays which included:
adding, multiplying or subtracting each of the elements of multiple arrays, as follows:

• Add: consists commands to perform the operation of adding each time a different
number to each of the elements of a new array.

• Subtract: consists commands to perform the operation of subtracting each time a
different number from each of the elements of a different array.

• Multiply: consist commands to perform the operation of multiply each time a
different number with each of the elements of a different array.

Each of the add, subtract and multiply operations were used in tasks which included
1, 3, 5, 8 or 15 questions (number of arrays), resulting in 15 tasks all together (3
operations � 5 number of questions). The order of the tasks was randomized for each
participant. Table 1 demonstrates the type of actions and reoccurrence patterns of the
tasks.

3.2 Participants

The experiment was executed at the University of Haifa, during the spring of semester
of 2018, in an object-oriented programming course. The participants were 42 students
in their 1st year of study in the department of Information Systems. The participants
included 24 males and 18 females, of ages 19–29 with the average age of 21. The study
was approved by the institutional ethics committee, and participants gave their
informed consent to participate.

3.3 Procedure

The experiment took place in a computer lab classroom. Each of the participants was
provided with a computer and a link to the experiment website, a general explanation
about the experiment and the reward for completing it (extra credit in the course).

Upon entering the website, each participant filled a consent form and registered into
the experiment, filling non-identifiable data only (e.g., age, course, gender and coding
experience). Then the participants were presented with a short introduction including
an explanation about the series of tasks of code writing they are about to receive. This

Table 1. Examples of tasks

Type Examples of a 3 questions (repetitions) tasks

Add 1. Please add 24 to each element in array A
2. Please add 11 to each element in array B
3. Please add 35 to each element in array C

Subtract 1. Please subtract 24 out of each element in array A
2. Please subtract 56 out of each element in array B
3. Please subtract 7 out of each element in array C

Multiply 1. Please multiply each element in array A by 12
2. Please multiply each element in array B by 44
3. Please multiply each element in array C by 75
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was followed by the precondition task, and then by the series of tasks, as detailed above
(see example in Fig. 1).

3.4 Data Analysis

The evaluation of function use in the participants’ answers (code) in both the pre-
condition and the main experimental tasks was performed according to the following
criteria: for the code to be considered a proper function, it had to be surrounded by a
block name and at least two parameters, and to be called from another block of code.
Two external evaluators evaluated the use of functions in the answers of the partici-
pants. An additional criterion employed was that for a solution to be evaluated as a
function, both evaluators’ answers needed be positive.

First, a screening of the precondition task was performed, in order to exclude
participants who failed in this task. Following the evaluation of this task, one partic-
ipant was excluded, leaving 41 participants included in the dataset. Next, the evaluators
evaluated the full set of the experiment tasks for the 41 participants. A Pearson cor-
relation (r = 0.85, n = 40, p = 0.02) between the evaluators and Kappa Cohen Test
(k = 0.85) for nominal scales were calculated, indicating high agreement level.

4 Results

Analyzing the answers elicited in the experiment, we first identified the following three
main patterns:

1. “Always use functions” (3/41 participants) – in this behavior pattern, the partici-
pants chose to write a function in the first question that followed the precondition
task and continued using functions in each of the tasks throughout the experiment.
See an example solution with the use of function in Fig. 2.

2. “Never use functions” (22/41 participants) – in this behavior pattern, the partici-
pants did not use functions in any of the questions. See example solution without
the use of function in Fig. 3.

3. “Sometimes use functions” (16/41 participants) – in this behavior pattern, the
participants used functions from time to time during the experiment.

This pattern of results reveals that most of our participants (see Fig. 4) never used
functions, even when the task included 15 repetitive questions. This finding supports

Fig. 1. Example of a coding task
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the findings of Omar et al. [12], and further generalizes them for increased repeti-
tiveness and to the population of university students. We discuss these findings in
Sect. 5.

We next focused on the subgroup of participants who used functions from time to
time. We used a mixed-effect logistic regression [11] to evaluate the effects of
the number of questions in a task and task order on their decisions to use functions.

Fig. 2. Example of a solution with the use of function

Fig. 3. Example of a solution without the use of function

Fig. 4. Patterns of function usage

The Subjective Cost of Writing Reusable Code 35



We used the trial-by-trial decision to use functions using this decision (a binary
parameter: 1 = function used, 0 = no function) as a dependent variable, and the
number of questions (1, 3, 5, 8, 15) and task number (order in the experiment, 1–15)
as fixed-effects independent variables, and the participants’ ordinal number as a random
effect independent variable. The model’s AIC score was 373, and a null model’s AIC
score (a model with only the intercept random effect) was 453. The likelihoods of these
two models were used to calculate the McFadden’s pseudo-R squared for the fixed
effects [10]: R2 = 0.19.

We found that the number of questions had a positive effect on the decision to use
functions (Estimate ± Standard Error (SE) = 0.22 ± 0.06, z = 3.29, p < 0.001). This
effect confirms our hypothesis for RQ (1), H (1), as participants’ frequency of using
functions increased with the number of questions (Fig. 5 includes means and SEs
across participants).

Our analysis also revealed a positive effect of task order on the probability of using
function (Estimate ± SE = 0.21 ± 0.05, z = 3.89, p < 0.001). This result confirms
our hypothesis for RQ (2): H(1), as participants were more likely to use functions later
in the experiment (Fig. 6 includes means and SEs across participants).

Fig. 5. Effect of number of questions in a task on the use of functions

Fig. 6. Effect of order on using functions
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5 Discussion

In this experiment, we aimed to evaluate the subjective cost of function use of par-
ticipants performing simple coding tasks, in which functions are a good strategy. In
order to evaluate the subjective cost of writing functions, we controlled the number of
repetitive questions in each task.

Our main hypothesis was that by increasing the number of questions, the cost of
avoiding functions will at some point meet and exceed the subjective cost of using
functions, and participants will migrate from not using to using functions. This means
that the likelihood of using functions will increase with the number of questions
(repetitions) in a task. We based this hypothesis on the idea that in each of the tasks,
unless the participants have already chosen to use functions, their default habitual
solution will be to use loops. However, as the number of questions increases so will the
number of loops required to complete the task, and thereby the subjective cost of this
task. As a result, in some of the tasks, we assumed that the subjective cost of coding the
loops will be high enough so that the participants will consider the alternative solution
of using functions.

We also hypothesised that each decision that the participants will make in each of
the tasks will contribute to their experience about the benefits of using functions instead
of loops, and thus that there will be a temporal learning effect in which as the number of
previous tasks increases, so does the likelihood of the participants to use functions.

Based on the results of the experiment presented above, we identified several
interesting behavior patterns. First, we found that most participants did not use func-
tions at all, even in tasks which included 15 repeated questions, and even after writing a
similar function successfully in the precondition task. This pattern amplifies the effect
found by Omar et al. [12], where high-school students avoided using functions in a
one-shot design. This pattern of thinking resembles the heuristic-based decision of S1
in the dual-process theory [6], which supports habitual and automatic behavior, without
deliberation and reasoning. These participants might be following a habit of using
loops, which they may perceive as a good enough solution.

Another subset of our participants did use functions from time to time. These
participants’ decision to use functions was found to be dependent on the number of
repetitive questions in a task and the task order in the experiment, in line with our
hypotheses and the concept of subjective cost [3, 8, 13, 16, 17]. This pattern of results
reflects a subjective cost pattern, in which the cost of function use is compared with the
cost of not using functions on a trial-by-trial basis. When the task is highly repetitive,
the cost of not using function exceeds the cost of using functions, and therefore the
probability of using functions increases. The cost of using function decreases with
experience, e.g. after using functions in previous tasks, making the use of functions a
more compelling option. The effort of designing the function reduces after this solution
has already been used. The mixed pattern, which we view as subjective learning,
resembles more the thinking process that may occur in S2, in which there is an
analytical comparison of the two options and the subjective cost of using functions is
estimated and compared to the alternative of writing loops.
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Lastly, we assume, but can currently not confirm, that the reason that some of the
participants decided to use only functions and no loops, could be the result of an earlier
epiphany effect caused by the precondition task of the experiment [2]. According to this
assumption, when the participants were asked to perform the precondition task in
which they were explicitly instructed to use a function, some of them may have grasped
the benefit of using functions and used it from this point onwards.

5.1 Threats to Validity

Construct validity: Concerns the relationships between theory and observation. In this
study, while some of the participants displayed a decision behavior of subjective cost,
most of them (about 54%) chose to avoid using functions altogether. We can therefore
not be confident with the subjective cost of effort being a sole explanation for our
research question regarding the factors that affect the decision to use functions.

External validity: Concerns the generalization of the results. The main threats in
this area stem from the fact that our multi-tasks experimental design permitted using
simple tasks such as mathematical operations on arrays that do not match the real-life
demands and complexity of the environment of the software development industry.

6 Conclusion

In this work we aimed to investigate the cognitive factors affecting writing reusable
code, specifically in the case of functions. We found that a subset of the participants
reflected a subjective cost pattern, namely a decision based on comparing the cognitive
effort to be invested in each alternative, in line with the concept of subjective cost [3, 8,
13, 16, 17]. These results demonstrate the manifestation of the concept of subjective
cost, originated from economic decision making [3, 17], in the domain of software
engineering, focused here on programing decisions. Most of the participants chose to
not use functions at all. We propose that this pattern is not based on the subjective cost
of the tasks but rather on habits and heuristical thinking [7]. Taken together, these
results shed light on the different cognitive factors and mechanisms underlying pro-
grammers’ decision making.

Future work may investigate the factors that lead to the different behavior patterns
observed in this study. An understanding of these factors may inform future efforts to
design strategies that would lead students and developers to more frequently chose to
program code in a reusable manner.
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