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Annette Morales-González1, Heydi Méndez-Vázquez1, and Massimo Tistarelli2

1 Advanced Technologies Application Center (CENATAV),
7A #21406 Siboney, Playa, 12200 Havana, Cuba

{fbecerra,nllanes,amorales,hmendez}@cenatav.co.cu
2 Computer Vision Laboratory PolComing, University of Sassari,

Viale Mancini 5, 07100 Sassari, Italy
tista@uniss.it

Abstract. In the field of demographic attribute classification, race esti-
mation is perhaps the least studied topic in the literature. CNN-based
approaches report the best results to the day, but they are computa-
tional expensive for practical applications. We propose a simpler app-
roach by combining local appearance and geometrical features to describe
face images, and to exploit the race information from different face
parts by means of a component-based methodology. Experimental results
obtained in the FERET subset from EGA database, with traditional but
effective classifiers like Random Forest and Support Vector Machines, are
very close to those achieved with a recent deep learning proposal.
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1 Introduction

Visual attributes are one of the most intuitive and natural ways of describ-
ing a face. They can range from soft biometrics, which include demographic
information (gender, age, race), facial marks and certain physical characteris-
tics of the face; to other environmental related aspects. The estimation of visual
attributes has been an active research topic in recent years because of their
multiple applications in domains such as biometric authentication, access con-
trol, video surveillance and security systems. Soft biometrics can be useful in
different ways: to perform recognition by means of a bag of attributes, to reduce
the search space of a hard biometric system by restricting comparisons to those
matching a certain soft biometric profile, and to complement the evidence from
hard biometric traits [9].

Among the demographic attributes, race (ethnicity) is perhaps the least stud-
ied soft biometric in the literature. In particular, in the recognition of race, the
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somatic traits of some populations are not well defined; within the same popula-
tion, people may exhibit certain characteristics to a greater or lesser extent [5]:
in the case of Caucasians, for example, the skin tone and the geometry of some
facial features can vary from one individual to another. Taking these factors into
account, it is clear that the accuracy of a race classifier is intrinsically linked
to the robustness in the estimation of other attributes that characterize it by
definition, such as skin color and face shape.

Different approaches have been proposed for race classification [7]. They
range from using global [13] to local features [12], as well as other visual infor-
mation such as skin and lips color, and forehead area [16]. The combination
of local descriptors have also shown to be effective [4,17], despite recently the
best state-of-the-art results in this topic have been achieved using Convolutional
Neural Networks (CNN) [2,20]. However, deep learning approaches continue to
be extremely demanding in terms of computing time and memory consuming
during training and deployment, among different aspects that remains to be
addressed to make them practical [6].

In this work we propose a simple but accurate method to race estimation. We
first exploit the effectiveness of component-based approaches for attribute clas-
sification [11] and analyze the influence of different face regions for the specific
problem of race estimation. Besides, we incorporate anthropometric information
directly linked to the race definition itself [8]. We then evaluate different strate-
gies for the fusion of both local appearance descriptors and geometrical features.
Traditional classifiers are employed to obtain the best feature combination for
the final prediction. The rest of this paper is organized as follows. Section 2
introduces the proposal. Section 3 presents the evaluation protocol and Sect. 4
the experimental analysis. Finally, Sect. 5 concludes the paper.

2 Proposed Approach

Since the definition of race from face includes the consideration of intrinsic
attributes such as skin color and shape of the facial features, we base our face
representation on both appearance and geometric characteristics. We analyze the
impact of using color and texture features, and anthropometric measures sepa-
rately and explore the best way of combining them in a more robust descriptor
through the use of two different classifiers: Support Vector Machine (SVM) and
Random Forest (RF). In the following subsections we explain in details how the
face image is represented taking into account this two different features and the
strategies used to combine them.

2.1 Appearance Features

The texton-like features [18] incorporate 17 filters (filterbank) to extract color
and texture information that we exploit to obtain an appearance-based face
representation for the estimation of race.
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We subdivided a face image into 10 interest regions (see Fig. 1) to explore
its influence separately for race estimation. We follow the procedure defined
in [3] for extracting the regions and we include hair and contour components
since visual information surrounding the face has proven to be important for
attribute classification in the literature [1]. The filterbank features were employed
to codify the face parts because of their good results for the classification of
irregular regions [10]. For each region we consider only a set of sparse points
to avoid redundant and expensive calculations, and extract color and texture
information for each of them. The appearance representation of a single region
is a 34-component descriptor where the mean and variance of the extracted
filterbank features are concatenated; SVM and RF classifiers are used to find
the best combination of regions in such a way that information provided by each
one complements the others. The final representation of a face image is conceived
as the concatenation of the best region feature vectors, which can result in a 340-
component descriptor (34 region descriptor ∗ 10 regions) if the complete set of
regions is used.

Fig. 1. Face image subdivision into 10 regions of interest: face, hair, contour, forehead,
eyebrows, eyes, nose, cheeks, mouth and chin.

2.2 Geometrical Features

Anthropometric or shape-based methodologies have been widely used in liter-
ature to tackle race estimation problem [7]. Most of these approaches use 3D
anthropometric statistics for race categorization. Hence, they recover the facial
geometrical structure by using 3D face models. Obtaining these 3D models can
be computational costly, so we have decided to use some distances between
landmark points in 2D images that can be seen as geometric invariants in 3D
models. This geometric representation was inspired in the work of [14], that
explored multiple 2D/3D geometric invariants for face recognition.

We use 68 landmark points (control points) distributed around the face in
the following way: 17 points for face contour, 12 for the eyes, 10 for the eyebrows,
9 corresponding to the nose and 20 to the mouth. Following the 2D/3D invariant
measures described in [14] for the case of 2D images, we computed the ratio of
distances of all possible combination of four and five non-coplanar or collinear
control points. This led us to a high-dimensional vector that is reduced applying
Principal Components Analysis (PCA). It is evident that some configurations
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(distances or ratios) are more significant than others, and some of them can be
redundant, so this allows us to obtain the best invariants for our problem. Some
of the selected distances are illustrated in Fig. 2.

Fig. 2. Invariant distances for geometric face representation

2.3 Combination Strategies

Two different strategies for feature combination were explored as well as the
influence of the selected classifiers (SVM, RF) in the final accuracy results. By
means of the first strategy we concatenate appearance and geometric features in
a single descriptor and validate its effectiveness in the estimation of race. The
second strategy was inspired in the work of [19], in which different late fusion
procedures were analyzed. In particular, we employed the geometric mean of the
probabilistic outputs, that showed the best performance results in [19], outper-
forming even the more sophisticated fusion techniques. This second strategy has
the additional advantage that different classifiers can be used for different fea-
tures, therefore allowing the combination of their best performance individually.

3 Evaluation Protocol

Although there are several works in this topic, there is not a direct comparison
among different approaches with a fixed protocol or database. Most researches
use commonly accepted representative databases for face recognition, such as
FERET [2]. However, these databases are usually race ill-balanced. For that
reason we have decided to use the EGA database [15] which integrates different
single race datasets to create a more heterogeneous and representative collection
for race recognition (see Fig. 3).

The EGA dataset contains 2 345 images taken from CASIA-Face V5, FEI,
FERET, FRGC, JAFFE and Indian Face Database. Images are labeled in terms
of gender, 3 age groups (young, adult and middle age people) and 5 racial groups
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(African-American, Asian, Caucasian, Indian, and Latin). Most of the images are
frontal and they do not present illumination problems, nor occlusions (except for
some cases using eyeglasses) nor facial expression variation. Since this dataset
does not have a standard protocol for attribute classification, we designed our
own. We split the total images into 5 folds balanced in terms of age, gender and
race and performed a 5-fold cross validation. In the next section we explain in
detail how the experiments were conducted.

Fig. 3. Contribution (number of subjects) by race of each source dataset to EGA.

4 Results and Discussion

With the aim of showing the effectiveness of the proposed descriptors for race
estimation, we performed several experiments in the EGA dataset.

First, we evaluated multiple region combinations codified with filterbank fea-
tures, to find the subset that contributes in a most significant way for race
estimation. Our experiments showed that the eyes-cheeks-chin-face-hair combi-
nation (using a 170-dimensional vector after the concatenation) achieved the
best general performance with a good balance between classes. In Table 1, each
reported result that use the appearance filterbank features was obtained with
this best region combination.

Before exploring feature combination strategies, we evaluated the appearance
and geometric features separately for the race estimation task. In the case of
geometric features we selected 150 components after applying PCA, in order
to be similar in dimension to the appearance-based descriptor. As can be seen
in Table 1, filterbank features showed the higher accuracy by means of a RF
classifier (row 1), while in the case of the geometric measures SVM achieved
a better separation between classes (row 4). In general, the best results with
individual features was obtained with the SVM classifier (83.7% for geometrics).

We conducted a second group of experiments taking into account the differ-
ent strategies to combine the face feature representations. Although the SVM
classifier achieved superior results with single features, its general performance
taking into account both appearance and geometric descriptors was similar to
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the one obtained with the RF classifier which, in the correct classification of
Latin people, was more accurate in all the experiments. This previous result
reinforce the fact that, by using the first combination strategy, denoted as FB
+ Geom in Table 1, RF classifier obtained the most accurate race estimation
(83.1%), with a better balance between the 5 classes, and the highest results in
the classification of Latins (80.2%), which makes a great difference in relation
to the 66.8% achieved by SVM.

Table 1. Race classification accuracy on EGA dataset

Features Classifier Accuracy

General African Asian Caucasian Indian Latin

filterbank (FB) RF 82.9% 87.9% 78.7% 85.2% 84.3% 77.9%

filterbank (FB) SVM 75.6% 74.7% 77.1% 78.4% 81.3% 60.6%

geometrics (Geom) RF 75.8% 78.1% 69.7% 81.9% 75.5% 69.7%

geometrics (Geom) SVM 83.7% 89.8% 85.7% 89.1% 82.9% 63.8%

FB + Geom RF 83.1% 87.9% 78.1% 84.6% 85.9% 80.2%

FB + Geom SVM 81.4% 84.5% 78.9% 85.3% 86.7% 66.8%

gMean FB + Geom RF + SVM 87% 90.9% 87.5% 90.4% 87.5% 74.7%

With the second strategy we fused appearance and anthropometric measures
by employing the geometric mean (gMean) of their probabilistic results. We
used RF classifier with the filterbank representation and SVM with geometric
features, according to the results obtained in the first set of experiments. This
late fusion strategy reported the best results in Table 1, achieving a general per-
formance of 87% of accuracy; with around 91% of effectiveness in the estimation
of Africans and Caucasians and an improvement to 87.5% in the case of Asians
and Indians.

We also compared our proposal with a recent CNN approach based on the
VGG-architecture [2], in the FERET subset from the EGA dataset. In this case,
similar to previous works, we focused on the estimation of only 3 classes: Black,
Asian and White people. In Table 2 we show our results by employing single
descriptors and their combinations.

It can be seen that the 93.7% of accuracy achieved by using our late fusion of
local descriptors is very close to the 94% obtained with the Anwar and Islam deep
learning solution, with only 0.3% of average accuracy difference. However, our
individual classification of Black and White people is superior to the one reported
for the network: 1.3% more accurate in the case of Whites and almost 8% for
Black people. Asian estimation is, according to the overall obtained results, the
weak-spot of our proposal. Once again the geometric mean of appearance and
geometric features achieved superior results compared to single descriptors and
their concatenation.
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Table 2. Race classification accuracy on FERET subset from the EGA database

Features Classifier Accuracy

General Black Asian White

filterbank (FB) RF 85.6% 87.2% 20.9% 97.3%

geometrics (Geom) SVM 92.9% 92.5% 74.3% 96.9%

FB + Geom SVM 87.8% 91.3% 43.8% 94.5%

gMean FB + Geom RF + SVM 93.7% 93.9% 68.6% 98.5%

Anwar and Islam CNN [2] - 94% 86% 94.3% 97.8%

5 Conclusions

In this work we tackle the race estimation problem by means of a component-
based approach and geometric descriptors. We exploit the information provided
by different face regions, and codify them with both appearance and geometric
characteristics to achieved a description of attributes that distinguish race by
definition, such skin color and shape of the facial features. We explore two dif-
ferent feature combination strategies and employ traditional classifiers like SVM
and RF to obtain a final race prediction. Our late fusion strategy, based on the
geometric mean of both appearance and anthropometric probabilistic results,
achieved accuracy values very close to those obtained by a recent deep learn-
ing proposal (only 0.3% less accurate than the CNN approach), in the FERET
subset from EGA database. These results show that there are still some promis-
ing alternatives to the use of expensive CNN approaches for the estimation of
attributes.
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