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Abstract. In this paper, we propose a novel end-to-end adversarial
training on volumetric brain segmentation architecture that allows to
enforce long-range spatial label contiguity and label consistency. The
proposed network consists of two networks: generator and discriminator.
The generator network allows to take volumetric image as input and
provides a volumetric probability map for each tissue. Then, the dis-
criminator network learns to differentiate ground-truth maps from the
probability maps of generator network. We design a discriminator in
a fully convolutional manner to differentiate the predicted probability
maps from the ground-truth segmentation distribution with the consid-
eration of the spatial information on voxel level, which makes it difficult
to learn the discriminator. In order to overcome it, the proposed dis-
criminator provides a 3D confidence map which indicates corresponding
regions of the probability maps close to the ground-truth. Based on the
3D confidence map information, the generator network will refine pre-
diction output close to the ground-truth maps in a high-order structure.
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1 Introduction

Automatic brain segmentation plays an importance rule for disease diagnosis,
progression, and treatment monitoring [11]. With a success of deep learning [9],
many algorithms have been proposed to obtain an accurate segmentation result
[2,12,14]. For example, Moeskops et al. [12] introduced an automatic segmen-
tation method using multiple patch 2D convolutional networks (CNN). Çiçek,
Özgün et al. proposed 3D UNet using skip connected path to concatenate low
and high level features to produce a full-resolution segmentation. Bui et al. [1]
proposed a fully convolutional 3D DenseNet by concatenate multiple contextual
information from different level features. Although these methods demonstrated
good performance, the contour obtained from thresholding based on the score of

c© Springer Nature Switzerland AG 2019
A. Crimi et al. (Eds.): BrainLes 2018, LNCS 11383, pp. 378–384, 2019.
https://doi.org/10.1007/978-3-030-11723-8_38

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-11723-8_38&domain=pdf
https://doi.org/10.1007/978-3-030-11723-8_38


A Skip-Connected 3D DenseNet Networks with Adversarial Training 379

volumetric infant brain sometimes can be imprecise with small isolated regions
or holes in the predictions.

Recently, Goodfellow et al. [4] proposed generative adversarial network
(GAN) for generative image modeling. It consists of two networks, discriminator
and generator. While a discriminator tries to distinguish ground-truth images
from the outputs generated by the generator, the generator tries to generate as
realistic outputs as the discriminator cannot differentiate from the ground-truth
image. Inspired of GAN, Luc et al. [10] introduce an adversarial training app-
roach for training semantic segmentation models. It shows that the adversarial
training leads to improve segmentation accuracy.

In this paper, we extend the 3D DenseNet networks [1] by adding an end-
to-end adversarial training for volumetric segmentation. While existing methods
such as [6,10,13] which have both generator and discriminator designed for 2D
segmentation problem, we focus on 3D segmentation problem. In order to achieve
it, first we introduce a generator network that uses 3D features to explore the
information of adjacent slices to enhance volumetric segmentation. The proposed
generator network allows to take volumetric image as input and provides a vol-
umetric probability map for each tissue. Then, the discriminator network learns
to differentiate ground-truth maps from probability maps of generator network.
Inspired of fully discrimator network [6], we extend it from 2D to 3D discrimina-
tor network by using 1× 1× 1 convolution at final layer. We use skip connection
that allows to capture multiple contexture from discriminator network. The gen-
erator and discriminator networks are trained in end-to-end manner in order to
jointly optimize all the weights in the network using an efficient weight update
technique.

2 Method

Figure 1 illustrates the overview of our proposal for volumetric infant brain seg-
mentation. It consists of two networks: generator and discriminator network. The
generator network uses 3D features to explore the information of adjacent slices
to enhance volumetric segmentation. The proposed generator network allows to
take volumetric images as inputs and provides a volumetric probability maps for
each tissue. The probability maps through the discriminator network that uses
a fully convolutional scheme to obtain spatial 3D confidence. The 3D confidence
map indicates which regions of the probability maps are close to the ground
truth. Based on the 3D confidence map information, the generator network will
refine prediction output close to the ground truth maps in a high-order structure.
The generator and discriminator networks are trained in end-to-end manner in
order to jointly optimize all the weights in the network using an efficient weight
update technique.

For generator network, we modify the network in [1] by adding a squeeze-and-
excitation (SE) block [5] after each dense block. In this way, it allows to explore
the interdependencies between the channels. Figure 1 illustrates our generator
networks for brain MRI segmentation. It consists of contains 47 layers with
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Fig. 1. Our proposed flow chart for brain MRI segmentation
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Fig. 2. Modified 3D-SkipDenseSeg network architecture for brain MRI segmentation.

downsampling and upsampling paths. The downsampling path aims to reduce
feature resolution and to increase the receptive field. It is performed by four dense
blocks with growth rate of k = 16. We used four 3 × 3 × 3 convolutions in each
dense block. After each dense block, we add an SE block to generate feature inter-
dependencies between the channels. Then the output features from SE block are
fed to transistion layers that use 1 × 1 × 1 convolution to reduce features size.
Meanwhiles, the upsampling paths tries to recover original resolution from the
low feature resolutions. We upsample low-level features map directed to orignal
resolution and concatenate them together through skip connection before feeding
to a classifier. By this way, we can reduce the number of learning parameters.
The network can take multi-modalities images, such as T1, IR and FLAIR, as
input to generates segmented image as shown in Fig. 2.
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Fig. 3. Discriminator network for brain MRI segmentation. The brighter regions indi-
cate that they are close to the ground truth distribution

Figure 3 shows the structure of discriminator network. The outputs of gen-
erator network are fed to the discriminator network that has three 4 × 4 × 4
convolution with stride of 2 to reduce features map. We upsample the result
of each convolution into original size and concatenate these feature together to
capture multiple contexture information from discrimiatnor network. 1 × 1 × 1
convolution is used to classify the concatenated feature into two classes: real or
fake. The discriminator in a fully convolutional manner to differentiate the pre-
dicted probability maps from the ground-truth segmentation distribution with
the consideration of the spatial information on voxel level, which increases the
difficulty to learn the discriminator. The proposed discriminator provides a 3D
confidence map which indicates which regions of the probability maps are close
to the ground truth. Based on the 3D confidence map information, the gener-
ator network will refine prediction output close to the ground truth maps in a
high-order structure.

3 Experimental Results

We used the public dataset from the MRBrainS18 Challenge to evaluate the per-
formance of the proposed method. The dataset consists of 7 subjects for training
and 23 subjects for testing. For each subject, three modalities are available that
includes T1-weighted, T1-weighted inversion recovery and T2-FLAIR with voxel
size of 0.958 mm× 0.958 mm× 3.0 mm. Each subject was manually segmented
into 11 classes by the challenge organizers. For each participant team, the 7 sub-
jects for training with ground-truth was provided for fine-tuning the network,
while 23 testing subjects were retained by the organizers for a fair comparison.
The aim of this challenge is to automatically segment the images from each sub-
ject into 9 classes and compared with the manual labels using Dice coefficient
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(DSC) [3], modified 95th percentile Hausdorff distance (HD) [7] and volumetric
similarity (VS).

We implemented and trained the proposed network with an NVIDIA Titan
X and Pytorch framework. We first normalized the three modalities input to
zero mean and unit variance before feeding it to the network. Because of limited
memory resource, we randomly cropped sub-volume samples with a size of 48×
64×64 for input. Both generator and discriminator network were trained with an
Adam optimizer [8] with a mini-batch size of four. The learning rate was initially
set to 0.0005 for generator network and 0.000002 for discrimiator network. The
weights then were decreased by a factor of 0.1 every 4000 epochs. We used a
weight decay of 0.0001 for generator network. In inference phase, we used the
majority voting strategy that smoothed the predictions of the overlapping sub-
volumes of size 48 × 64 × 64 with a stride of 1 × 8 × 8, which resulted in an
improved result. We use 6 subjects from MRBrainS18 challenge for training, 1
subjects for validation. To make stable training on discriminator network, we
first only train the generator network in 500 epochs to provide a reasonable
result from the generator network. After that, The generator and discriminator
networks are trained in end-to-end manner in order to jointly optimize all the
weights in the network. It spends about 12 h for training and 6 min to segment
each subject on Titan X Pascal.

Table 1 shows performance results on validation set using with and without
adversarial training. The adversarial training not only achives a better result on
DSC but also on other metrics such as HD and VS. From the result, we can
conclude that the adversarial training leads improve the segmentation accuracy.

Table 1. Performance comparison of proposed method with or without adversarial
training on validation data (DSC: %, HD: mm, VS: mm).

Methods DSC HD VS

Without adversarial training 86.87 3.1232 0.9555

With adversarial training 87.16 2.9845 0.9645

Figure 4 shows the comparison results between with or without adversarial
training of a 2D slice on the validation set. From the figure, we can observe that
the adversarial training yields a better performance than the case of without
adversarial training.

Figure 5 shows our performance of 23 subject on the testing set. We achive
rank of 14 over 22 participant teams. The reason is that the adversarial training
is difficult for training small label such as white matter lesions.

3.1 Conclusion

In this paper, we proposed an adversarial training on 3D segmentation task. We
extend the discriminator network in a fully convolutional manner to differentiate



A Skip-Connected 3D DenseNet Networks with Adversarial Training 383

Fig. 4. An comparison of segmentation result on validation set: (left) without adver-
sarial training, (middle) with adversarial training and (right) ground-truth image

Fig. 5. Segmentation result of 23 subject on testing set

the predicted probability maps from the ground truth segmentation distribution
with the consideration of the spatial information on voxel level, which makes
it difficult to learn the discriminator. The experiment results show that the
adversarial training leads to improve the segmentation accuracy not only on
2D segmentation task, but also on 3D segmentation task such as brain MRI
segmentation.
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