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Abstract. Visually indicated sound generation aims to predict visually
consistent sound from the video content. Previous methods addressed
this problem by creating a single generative model that ignores the dis-
tinctive characteristics of various sound categories. Nowadays, state-of-
the-art sound classification networks are available to capture semantic-
level information in audio modality, which can also serve for the purpose
of visually indicated sound generation. In this paper, we explore gen-
erating fine-grained sound from a variety of sound classes, and leverage
pre-trained sound classification networks to improve the audio generation
quality. We propose a novel Perceptually Optimized Classification based
Audio generation Network (POCAN), which generates sound conditioned
on the sound class predicted from visual information. Additionally, a per-
ceptual loss is calculated via a pre-trained sound classification network
to align the semantic information between the generated sound and its
ground truth during training. Experiments show that POCAN achieves
significantly better results in visually indicated sound generation task on
two datasets.
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1 Introduction

When we observe visual events in the world, such as a stick hitting a metal
object, or a car racing or a helicopter flying, we can immediately imagine and
associate some sounds with these events. The objective of our paper is to syn-
thesize realistic sound that correspond to the visual content in a silent video
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(i.e., visually indicated sound generation). This ability is useful for many real
applications, such as sound/video editing automation, enhanced experience of
immersion in virtual reality and assistance for people with visual impairments.

Visually indicated sound generation is a challenging problem that involves
parsing visual information and converting it into sound in audio modality. A
number of methods have been suggested in recent work such as [1-3], which adopt
a Convolutional Neural Network (CNN) to encode visual features and a Long
Short Term Memory Network (LSTM) [4] or a Generative Adversarial Network
(GAN) to generate sound. One common characteristic in these approaches is
that they consider visually indicated sounds to belong to variations of a single
class even though the sounds for different activities can be quite different. For
example, in Fig. 1, the sound of hitting “iron cabinet” lasts longer than hitting
“water”; besides, spectrograms of these two sounds show different distributions:
the sound of hitting “iron cabinet” contains more high-frequency components
than the sound of hitting “water”.

Iron cabinet

Fig. 1. Difference between sound of hitting “iron cabinet” and “water” in sound wave
and spectrogram. It is hard for a generic model to handle all kinds of sound generation.

To address the significant variations, we introduce the concept of sound
classes where each type of action generates sounds belonging to a specific class
and then use class predictions to generate more finely tuned sounds. We average
sound clips of same class to create a base sample. Given visual features, our audio
generation model predicts sound class and transforms the predicted sound class’s
base sample to visually consistent sound. Furthermore, we leverage a state-of-the-
art sound classification network to compute a perceptual loss [5] during training;
this loss aims to align the predicted sound’s semantic characteristics with ground
truth in the feature space of the pre-trained sound classification network.

In implementation, we propose a novel Perceptually Optimized Classification
based Audio generation Network (POCAN). POCAN adopts a CNN+LSTM
structure to encode visual features, predict sound class and regress sound spec-
trograms. The generated sound wave is calculated as the Inverse Short Time
Fourier Transform (ISTFT) [6] of the predicted spectrogram, which is the sum
of predicted regression parameters and a base sample corresponding to the pre-
dicted sound class. During training, a pre-trained SoundNet [7] is deployed to
compute the perceptual loss as the feature difference between the predicted sound
and its ground truth. Analogous perceptual loss has been used for image gener-
ation [5] but is novel to audio generation, to the best of our knowledge.
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We evaluate POCAN on the popular Greatest Hits Dataset [1]. Besides,
we collected visual frames and evaluate POCAN on a subset of AudioSet [8].
Quantitative evaluations are conducted on sound classification and retrieval tasks
which have also been used in [1,3] and have shown to have a high correlation
with subjective evaluations. In both of these tests, POCAN outperforms state-
of-the-art methods by a large margin. Besides, we provide some generated sound
samples in the supplementary material for qualitative evaluation.

Our contributions are three-fold: (1) We propose to generate visually indi-
cated sound considering different sound classes; (2) We leverage pre-trained
SoundNet and apply a perceptual loss to refine POCAN during training; (3)
We collect a visually indicated sound generation dataset and plan to release it
upon publication.

In the following paper, we first discuss related work in Sect. 2. More details of
POCAN and collected dataset are provided in Sects. 3 and 4 respectively. Finally
we compare POCAN with other approaches in Sect. 5.

2 Related Work

Learning Visual-Audio Correlation by Video Self-supervision. Most
videos contain synchronized visual and audio information, which provide self-
supervision to learn the visual-audio correlation. Owens et al. [1] propose to
learn visual features supervised by audio information, and achieve good perfor-
mance in object detection task. On the other hand, Aytar et al. [7] deploy a deep
convolutional network to learn efficient sound representations under visual super-
vision. Harwath et al. [9] apply visual supervision to predict similarity scores for
input images and spoken audio spectrum. Arandjelovic et al. [10] propose a deep
neural network to learn the visual-audio correlation, and achieve state-of-the-art
performances on both visual and sound recognition tasks. POCAN also learns
the audio-visual correlation and generates sound from visual frames under video
self-supervision.

Mapping from visual signals to sound requires generating/retrieving
reasonable sound clips based on visual information. Owens et al. [1] adopt a
CNN+LSTM structure to regress cochleagram [11] of visually indicated sound
based on video frames. Chen et al. [2] propose a GAN structure to generate sound
of musical instruments conditioned on visual modality. Recently, Zhou et al. [3]
adopt a SampleRNN [12] structure to generate visually indicated sound raw
wave from visual features for each single sound class. Inspired by these models,
POCAN adopts a CNN+LSTM structure to generate sound spectrograms.

Perceptual optimization has been successfully applied in image generation
task [13-15]. Mahendran et al. [16] invert CNN features by minimizing a feature
reconstruction loss to understand the visual information captured by different
network layers. Based on this, Dosovitskiy et al. [17] propose to invert CNN
features to image via a per-pixel reconstruction loss. Johnson et al. [5] apply
a feature reconstruction loss to generate images, which achieves better perfor-
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mance. Inspired by this success, we adopt a perceptual loss in audio modality to
further boost sound generation.

Multimodal learning aims to learn the relationship between different
modalities. Significant progress has been observed in visual and language modal-
ity learning, which includes Image Retrieval [18] and Visual Question Answering
(VQA) [19,20]. Recently, Chen et al. [21,22] introduce regression and attention
mechanisms in the grounding task. Based on recent progress in video detection
and classification [23-25], Hendricks et al. [26] address the problem of temporal
localization using natural language. In this paper, we focus on the learning of
audio and visual modalities.

3 Method

POCAN is composed of two parts: classification based audio generation and
perceptual optimization, which is shown in Fig.2. In this work, we focus on
generating visually indicated sound with fixed time length. We first present the
framework of POCAN in Sect. 3.1, followed by the details of classification based
audio generation and perceptual optimization in Sects. 3.2 and 3.3 respectively.
Finally, we illustrate how to train POCAN and generate sound wave in Sect. 3.4.

3.1 Framework

The goal of POCAN is to generate a sound wave y given the corresponding
video clip’s frame sequence {x}. We do not generate raw sound wave directly
from visual information; instead, we predict the spectrogram s of sound clip v,
which can be converted back to a wave form via an Inverse Short Term Fourier
Transform (ISTFT) [6]. To achieve this, fine-grained audio generation part pre-
dicts sound class probability distribution p as well as spectrogram regression
parameters d based on visual features. According to the predicted distribution
P, the most probable sound class’s base sample is selected, and the synthesized
sound spectrogram s’ is the addition of base sample and the predicted regres-
sion parameters. To capture semantic characteristics of real sound y, synthesized
spectrogram s’ is converted to wave form gy via ISTFT. A perceptual loss £, is
then calculated by comparing the difference between SoundNet features of y and
g. The objective for POCAN is:

arg rrbin Z Leis(p, ) + ALlreg(s',s) + pLy(9, y) (1)

where 6 denotes the POCAN’s parameters to be optimized. A\, pu are hyperpa-
rameters. ¢ is the class label of sound clip y. L5 is the loss for sound class
prediction. L4 is a regression loss for synthesizing sound spectrogram s’. £, is
a perceptual loss for capturing semantic characteristics from real sound clip y.
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Fig. 2. Framework of Perceptually Optimized Classification based Audio generation
Network (POCAN). Video frames are first processed by a CNN and then fed into a
LSTM. To generate sound clips, POCAN predicts sound classes and regresses LSTM’s
hidden states into spectrograms and then transform the predicted spectrograms into
sound waveforms. To increase the quality of generated sound, a pre-trained Sound-
Net [7] is applied to calculate perceptual loss during the training stage.

3.2 Classification Based Audio Generation Network

For visual input, each video frame x; is encoded as a visual feature vector x; €
R% by a pre-trained CNN [27]. d, represents the dimension of visual feature
vectors. To encode the temporal information in video frames, we feed these video
features {x;} into a LSTM [4], where the encoding procedure can be written as

(Woyixy + Wyihi 1 + b))
fi =0(Wyrxy + Wpphy 1 4 by)
0; = 0(Wyoxi + Wyohi 1 +b,)
g = O(Wygxi + Wyghi_1 + by)
c=fiOc 1+t Og:

hy =0, ® ¢(c;)

'l:t:O'

where ¢ is the hyperbolic tangent function and ® represents the element-wise
production between two vectors. The encoded features are represented as LSTM
hidden states {h;} € R%. dj, is the dimension of hidden space.

To predict sound class and regression parameters, we project the hidden
states {h;} into an audio space:

Ji=Wh; +b 3)

where W € R(detds)xdn b ¢ R(detds) are training parameters to be optimized.
d. denotes the number of sound classes, d, is the feature dimension of sound
spectrogram. The first d. elements in f; represent logits of sound class probability
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prediction for frame x;, while the rest elements record regression parameters of
spectrogram. The classification loss L is:

ts

ﬁcls(Pvc):_Ing[C]a p= lz:o-(fz[()dc_]-]) (4)

t
S =1

where o is a softmax function. ¢, is the length of sequence {f;}, which is the
same as the time length of spectrogram to be generated.

To synthesize spectrogram, we average different sound spectrograms accord-
ing to their classes in the training set. Each class 7 then has an averaged spec-
trogram A; € R%*ts a5 a base sample. The synthesized sound spectrogram is
calculated as:

s'=d+ A+, st. j*=argmax{p[i]} (5)
1

where regression parameters d € R%**s are generated by stacking vectors
{fildc : dc+ds—1]}. After obtaining fine-grained sound spectrogram, the regres-
sion loss L,¢4 is calculated by a smooth L1 regression loss function g(.):

B , _ 0.522, lz] <1
Lreg =lg(s" = s)ll1, g(z) = { x| — 0.5, |z| > 1 ©

3.3 Perceptual Optimization

To further improve the realism of the generated sound, we leverage state-of-the-
art sound classification networks to capture different sound’s semantic charac-
teristics. Specifically, we adopt a pre-trained SoundNet [7], freeze its parameters
and apply it to encode sound features for both real sound y and synthesized
sound gy during training. The synthesized sound wave § is generated from an
ISTFT operation from predicted spectrogram s’. The perceptual loss is then
calculated by comparing features from real sound and synthesized sound:

Ly = lg(o(9) = W)l (7)

where ¢(.) denotes the feed-forward feature extraction process of SoundNet [7].
Other notations are the same as Eq. 6.

3.4 Training and Sound Wave Generation

Due to different sampling rates in visual and audio modalities (audio signal
sample rate is much higher than the video frame rate), the length of visual
feature sequence is shorter than the time length of audio’s spectrogram. We
uniformly replicate visual features in each time step so that visual sequence’s
length is the same as audio’s spectrogram. The parameters to be optimized
include parameters in LSTM and projection parameters in Eq.3. POCAN is
trained end-to-end using the Adam [28] algorithm.

Following [1] and [3], we generate and evaluate sound wave in two ways. First
is directly converting synthesized sound spectrogram into sound wave via ISTFT;
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we denote this generated sound as raw sound, which is useful for evaluating what
information is captured by the audio features. Second, for the task of generating
plausible visually indicated sound to human ears, we use the generated raw sound
as a query and retrieve the nearest neighbor in the training set according to the
similarities between spectrogram features, and set the retrieved real sound wave
as our generation result. The similarity between two spectrogram features s; and
S, is calculated as:

ts

sim(sy,s2) = <t13251[l]7t152_;S2[1]> (8)

i=1

where (.,.) represents cosine distance. We denote this second type of sound as
exemplar sound, which is used for retrieval and human evaluation.

Table 1. Number training and testing samples in visually indicated sound generation
(VIG) dataset

Class Dog bark Cattle Sheep bleat Chicken Church bell
# Train | 1124 739 1117 1085 1095
# Test 59 60 60 86 61
Class Helicopter Fire alarm | Hammer Gunshot Fireworks
# Train | 1111 854 435 1001 1109
# Test 58 60 60 171 60
Class Thunder-storm | Car racing | Rail transport | Splash water | Spray
# Train | 1109 1098 1012 862 1119
# Test 62 72 167 58 60
4 Datasets

We evaluate POCAN on two datasets: Greatest Hits Dataset [1] and a manually
annotated subset from AudioSet [§].

Greatest Hits Dataset (GHD) [1] contains 977 videos from indoor (64%)
and outdoor (36%) scenes. There are 733 videos (21436 clips) and 244 videos
(7008 clips) in this dataset for training and testing respectively. There are 17
sound classes in GHD (d. = 17). Each labeled video lasts 0.5s with a single class
label.

Visually Indicated sound Generation dataset (VIG) is a subset from
AudioSet [8]. AudioSet [8] is a large-scale dataset of manually annotated audio
events. There are 2,084,320 human labeled 10-s sound clips in 632 audio event
classes from Youtube videos. Among them, we manually select 16,024 high qual-
ity sound clips in 15 classes which have strong correlation with visual frames
(d. = 15). Each sound clip belongs to one video. The number of training and
test clips for each class is shown in Table 1. Some examples of video clips and
corresponding sound clips are visualized in Fig. 3.
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Fig. 3. Some examples of video clips and corresponding sound clips of VIG dataset
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5 Experiments

POCAN is evaluated on GHD and VIG for visually indicated sound generation
task. Since no public implementation is available for state-of-the-art method on
GHD!, we re-implemented the method in [1], but there may be differences from
the authors’ implementation.

5.1 Experiment Setup

We introduce the details of feature representation, model initialization, evalua-
tion metric and compared method in this subsection.

Audio Feature Representation. To calculate regression loss in Eq.6, we
compute spectrogram of each sound wave via a Short Time Fourier Transform
(STFT) [6] operation. We use Hann window [29] of size 2048 to encode and
decode sound spectrograms. The feature dimension is 1025 (ds = 1025). We use
sample rate of 22.05kHz and 8 kHz for sound wave on GHD and VIG respec-
tively. The time length for spectrograms is 22 (¢, = 22) on GHD and 157 on
VIG (ts = 157). We denote spectrogram feature as “spec”. For fair comparison
with [1], we also extract cochleagram [11] for each sound clip, which is denoted
as “coch”, the feature dimension is 42 (ds; = 42). For perceptual loss in Eq. 7, we
apply a pre-trained SoundNet [7] and extract its conv7 features for each sound
clip’s real and predicted sound wave during training. The feature dimension is
1024.

Visual Feature Representation. We apply a 200-layer ResNet [27] pre-
trained on ImageNet [30] to extract visual feature for each frame in a video
clip. The feature dimension is 2048 (d, = 2048). We denote these features as
“res”. For fair comparison with [1], we also apply an AlexNet [31] pre-trained on
ImageNet [30] to extract visual features, with dimension d, = 4096. We denote
these features as “alex”.

Model Initialization. During training, we set the batch size as 40. Hyperpa-
rameters A, u are set to be 50, 100 during training respectively. The dimension
of hidden states of LSTM is 128 (dj, = 128). We apply Xavier method [32] to
initialize training parameters in POCAN.

Evaluation Metric. We choose Recall at top K (RQK) as the evaluation metric.
For generating each exemplar sound, we check the top K retrieved samples from
the training set in the ranking list of each test sample. If there exists a retrieved
training sample having the same sound class as the test sample, we consider it as
a successful retrieval. RQK measures the success ratio of all test samples in the
top K retrieval results. Besides, to compare with [1], we also train a 5-layer sound
neural network classifier from real sound in the training set, and feed generated
raw sound to check the classification results.

! Project page of Greatest Hits Dataset (GHD): http://vis.csail.mit.edu.
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Compared Approach. We choose [1] as the compared method, which achieves
state-of-the-art performance on GHD. We also re-implemented and evaluated [1]
on VIG. We are unable to compare with [3] as the code and dataset is not publicly
available at this time.

5.2 Performance on GHD

We evaluate different models’ ezemplar sound for RQK and raw sound for clas-
sification task on GHD respectively.

Comparison in RQK. Following the settings of [1], we adopt AlexNet features
for visual modality and cochleagram for audio modality. The performance of [1]
(alex + coch) is shown in Table 2. By replacing audio features with spectrogram,
we observe a slight improvement in RQK (0.44% in R@1). Fixing spectrogram
features, we then replace AlexNet features with ResNet features (Owens et al. [1]
(res 4 spec)), and observe a further improvement of 2.19%, 2.72%, 7.55% in RQ1,
R@5, R@10 respectively.

Based on this feature combination (res + spec), we evaluate the Classification
based Audio generation Network (CAN) in POCAN. In Table 2, we observe a sig-
nificant improvement of 12.79%, 10.15%, 6.38% in R@1, R@5, R@10 respectively.
This indicates CAN generates better sound so that the most similar retrieved
samples contain more characteristics of the test sample’s sound class. We fur-
ther evaluate the full POCAN model on GHD and observe that POCAN achieves
new state-of-the-art performance in similar sound retrieval task, with 15.68%,
13.70% and 7.15% increase over the method of [1] (res + spec) on R@Q1, RQ@5,
R@10 respectively.

Table 2. Different models’ performances of RQK on GHD (K = 1, 5, 10)

Model K=1 K=5 K=10
Owens et al. [1] (alex + coch) | 0.1471 |0.3982 |0.4896
Owens et al. [1] (alex + spec) | 0.1515 | 0.4077 |0.5083
Owens et al. [1] (res + spec) |0.1734 |0.4349 |0.5838
CAN (res + spec) 0.3013 | 0.5364 |0.6476
POCAN (res + spec) 0.3302  0.5719|0.6553

Sound Classification. Similar to [1], we evaluate whether generated sound
contains semantic information of the sound class. We train a 5-layer neural net-
work to classify different sounds. Each layer is a 1D convolution layer followed
by a rectified linear unit (ReLU) non-linear activation function. This network is
trained by real sound clips from the training set of GHD. In test stage, we gen-
erate the raw sounds from different models, and feed them into the pre-trained
classifier. We calculate average classification accuracy for test set of GHD as the
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Table 3. Classification accuracy of different model’s generated sound by a pre-trained
5-layer neural network classifier.

Model Accuracy (%)
Owens et al. [1] (res + spec) | 20.11
CAN (res + spec) 35.46
POCAN (res + spec) 36.32
Real sound clips 51.34

metric. The classifier’s performance as well as different models’ sound classifi-
cation accuracies are provided in Table3. It is worth noticing that our neural
network classifier achieves 51.34% classification accuracy, while a pre-trained
SVM mentioned in [1] achieves 45.8%, which indicates that our classifier is bet-
ter at classifying sound.

We observe that fine-grained generation part achieves better performance
than [1] in sound classification task, This indicates that raw sound generated
by fine-grained generation part provides more sound class information than that
of [1], which is easier for classifier to recognize. We further apply the perceptual
loss and evaluate sound generated by POCAN. Our classifier reports the high-
est classification accuracy of 36.32%, which is 16.11% higher than that of [1].
Besides, we draw the confusion matrix for sound classification results of [1] and
POCAN in Fig.4. From confusion matrices, we find POCAN’s sound achieves
consistently better performance over [1] in all sound categories. The sound classes
with obvious improvement include tile, water and cloth.
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Fig. 4. Comparison of confusion matrices of sound classification results by a pre-trained
5-layer neural network classifier. Each row is the confusion made for a single sound
class. Left and right figure is confusion matrix of sound generated by [1] and POCAN
respectively.
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drywall
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Table 4. Different models’ performances of RQK on VIG (K = 1, 5, 10)

Model K=1 K=5 |[K=10
Owens et al. [1] (res + spec) | 0.0997 |0.2888 |0.4640
CAN (res + spec) 0.1180 |0.3469 |0.4709
POCAN (res + spec) 0.1223 | 0.3625 | 0.4802

Paper Box A Hit Wall

Monitor

Cement Brick

Fig. 5. Spectrograms of ground truth sound (GT) and retrieved exemplar sound by
POCAN on GHD dataset. For each sample, we label some moments when actions
happen in GT and exemplar sound.
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5.3 Performance on VIG

Comparison in R@QK. Based on the feature combination of ResNet as visual
features (“res”) and spectrogram as audio features (“spec”), we evaluate different
models’” RQK on VIG. In Table4, by adopting CAN, we observe an improve-
ment of 1.83%, 5.81% and 0.69% in R@Q1, R@Q5 and RQ10 respectively. After
applying the perceptual loss, POCAN achieves the state-of-the-art performance,

Dog Bark A Shoot | & Shoot2

A Play o Play

Pig Howl A Howl 4 Howl People Shout 4 Shout 4 Shout

4 Dance 4 Dance

Rowing 4 Paddle 4 Paddle

x

Whistle 4 Voicea Voice B-Box

7Y
..

Meow A Miaow 4 Miaow Birdcall

4 Call & Call

Fig. 6. Spectrograms of ground truth sound (GT) and retrieved exemplar sound by
POCAN on VIG dataset. For each sample, we label some moments when actions happen
in GT and ezemplar sound.
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with 2.26%, 7.37% and 1.62% increase in R@1, R@Q5 and RQ10 over [1] respec-
tively. We notice that the room for improvement on VIG is still big. This may
be because the time length of sound clips in VIG is 10 s, while it is only 0.5s on
GHD. In this case, the sequences of both audio and visual features become 20
times longer, which brings extra difficulty for a system to generate reasonable
sound.

5.4 Qualitative Evaluation

For qualitative evaluation, we visualize some spectrograms of exemplar sound
generated by POCAN as well as its corresponding ground truth in Figs.5 and
6. For each sample, we label its sound class and some time points when action
happens in that clip. We observe the pattern of exemplar sound is similar to
ground truth sound, and the occurrence of sound events are temporally close.
However, POCAN also retrieves less similar samples which contain more actions
or noise (e.g., first result in row 2 of Fig. 6). The project page is in http://www.
github.com/kanchen-usc/VIG, with demo video available online.

6 Conclusion

We proposed a novel Perceptually Optimized Classification based Audio gener-
ation Network (POCAN) which aims to produce visually indicated sound con-
ditioned on video frames. Compared to previous methods, we consider sound
class information and adopt a perceptual loss during training stage. To eval-
uate POCAN, we collect a visually indicated sound generation dataset from
AudioSet [8]. Experiments show that POCAN provides significant improvement
in visually indicated sound generation task on two datasets.
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