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Abstract. The field of action recognition has gained tremendous trac-
tion in recent years. A subset of this, detection of violent activity in
videos, is of great importance, particularly in unmanned surveillance or
crowd footage videos. In this work, we explore this problem on three
standard benchmarks widely used for violence detection: the Hockey
Fights, Movies, and Violent Flows datasets. To this end, we intro-
duce a Spatiotemporal Encoder, built on the Bidirectional Convolutional
LSTM (BiConvLSTM) architecture. The addition of bidirectional tem-
poral encodings and an elementwise max pooling of these encodings in
the Spatiotemporal Encoder is novel in the field of violence detection.
This addition is motivated by a desire to derive better video representa-
tions via leveraging long-range information in both temporal directions
of the video. We find that the Spatiotemporal network is comparable in
performance with existing methods for all of the above datasets. A sim-
plified version of this network, the Spatial Encoder is sufficient to match
state-of-the-art performance on the Hockey Fights and Movies datasets.
However, on the Violent Flows dataset, the Spatiotemporal Encoder out-
performs the Spatial Encoder.

Keywords: Violence detection · Convolutional LSTM ·
Bidirectional LSTM · Action recognition · Fight detection ·
Video surveillance

1 Introduction

In recent years, the problem of human action recognition from video has gained
momentum in the field of computer vision [14,26,36]. Despite its usefulness, the
specific task of violence detection has been comparatively less studied. However,
violence detection has huge applicability in public security and surveillance mar-
kets. Surveillance cameras are deployed in large numbers, particularly in schools,
prisons etc. Problems such as lack of personnel and slow response arise, lead-
ing to a strong demand for automated violence detection systems. Addition-
ally, with the surge in easy-to-access data uploaded to social media sites and
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across the web, it is imperative to develop automated methods to childproof the
internet. Hence, in recent years, focus has been directed towards solving this
problem [1,7,8,32,37].

1.1 Contributions and Proposed Approach

In this work, we propose a Bidirectional Convolutional LSTM (BiConvL-
STM) [17,30,38] architecture, called the Spatiotemporal Encoder, to detect vio-
lence in videos. Our architecture builds on existing ConvLTSM architectures in
which we include bidirectional temporal encodings and elementwise max pool-
ing, novel in the field of violence detection. We encode each video frame as a
collection of feature maps via a forward pass through a VGG13 network [29].
We then pass these feature maps to a BiConvLSTM to further encode them
along the video’s temporal direction, performing both a pass forward in time
and in reverse. Next, we perform an elementwise maximization on each of these
encodings to create a representation of the entire video. Finally, we pass this rep-
resentation to a classifier to identify whether the video contains violence. This
extends the architecture of [32], which uses a Convolutional LSTM (ConvLSTM)
by encoding temporal information in both directions. We speculate that access
to both future and past inputs from a current state allows the BiConvLSTM to
understand the context of the current input, allowing for better classification on
heterogeneous and complex datasets. We validate the effectiveness of our net-
works by running experiments on three standard benchmark datasets commonly
used for violence detection, namely, the Hockey Fights dataset (HF), the Movies
dataset (M), and the Violent Flows dataset (VF). We find that our architecture
matches state-of-the-art on the Hockey Fights [23] and Movies [23] datasets and
performs comparably with other methods on the Violent Flows [15] dataset. Sur-
prisingly, a simplified version of our architecture, called the Spatial Encoder, also
matches state-of-the-art on Hockey Fights and Movies, leading us to speculate
that these datasets may be comparatively smaller and/or simpler for the task of
violence detection.

This paper is outlined as follows. Section 2 provides more detail about the
model architectures we propose. Section 3 describes the datasets used in this
work. Section 4 summarizes the training methodology. And Sect. 5 presents our
experimental results and ablation studies.

1.2 Related Work

Early work in the field includes [22], where violent scenes in videos were recog-
nized by using flame and blood detection and capturing the degree of motion,
as well as the characteristic sounds of violent events. Significant work has been
done on harnessing both audio and video features of a video in order to detect
and localize violence [9]. For instance, in [18], a weakly supervised method is
used to combine auditory and visual classifiers in a co-training way. While incor-
porating audio in the analysis may often be more effective, audio is not often
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available in public surveillance videos. We address this problem by developing
an architecture for violence detection that does not require audio features.

Additionally, violence is a rather broad category, encompassing not only
person-person violence, but also crowd violence, sports violence, fire, gunshots,
physical violence etc. In [21], crowd violence is detected using Latent Dirich-
let Allocation (LDA) and Support Vector Machines (SVMs). Violence detection
through specific violence-related object detection such as guns is also a current
topic of research [24].

Several existing techniques use inter-frame changes for violence detection,
in order to capture fast motion changing patterns that are typical of violent
activity. [5] proposed the use of acceleration estimates computed from the power
spectrum of adjacent frames as an indicator of fast motion between successive
frames. [32] proposed a deep neural network for violence detection by feeding
in frame differences. [10] proposed using blob features, obtained by subtracting
adjacent frames, as the feature descriptor.

Other methods follow techniques such as motion tracking and position of
limbs etc. to identify spatiotemporal interest points and extract features from
these points. These include Harris corner detector [2], Motion Scale-Invariant
Feature Transform (MoSIFT) [35]. MoSIFT descriptors are obtained from salient
points in two parts: the first is an aggregated Histogram of Gradients (HoG)
which describe the spatial appearance. The second part is an aggregated His-
togram of optical Flow (HoF) which indicates the movement of the feature
point. [37] used a modified version of motion-Weber local descriptor (MoIWLD),
followed by sparse representation as the feature descriptor.

Additional work has used the Long Short-Term Memory (LSTM) [13] deep
learning architecture to capture spatiotemporal features. [7] used LSTMs for
feature aggregation for violence detection. The method consisted of extracting
features from raw pixels using a CNN, optical flow images and acceleration
flow maps followed by LSTM based encoding and a late fusion. Recently, [34]
replaced the fully-connected gate layers of the LSTM with convolutional layers
and used this improved model (named ConvLSTM) for predicting precipitation
nowcasting from radar images with improved performance. This ConvLSTM
architecture was also successfully used for anomaly prediction [19] and weakly-
supervised semantic segmentation in videos [25].

Bidirectional RNNs are first introduced in [27]. Later, [12] proposed using
the same for speech recognition task and was shown to perform better than
an unidirectional RNN. Recently, bidirectional LSTMs were used in predicting
network-wide traffic speed [3], framewise phoneme classification [11] etc. show-
ing they are better in terms of prediction than unidirectional LSTMs. The same
concept has been leveraged for tasks involving videos such as video-super res-
olution [16], object segmentation in a video [33] and learning spatiotemporal
features for gesture recognition [37] and fine-grained action detection [30]. While
several of these incorporate a convolutional module coupled with an RNN mod-
ule, our architecture extends this by the inclusion of temporal encoding in both
forward and backward temporal directions, through the use of a BiConvLSTM
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and elementwise max pooling. We speculate that the access of future information
from the current state is particularly beneficial in more heterogenous datasets.

2 Model Architecture

To appropriately classify violence in videos we sought to generate a robust video
encoding to pass through a fully connected classifier network. We produce this
video representation through a spatiotemporal encoder. This extracts features
from a video that correspond to both spatial and temporal details via a Spa-
tiotemporal Encoder (Sect. 2.1). The temporal encoding is done in both temporal
directions, allowing access to future information from the current state. We also
study a simplified version of the spatiotemporal encoder that encodes only spa-
tial features via a simplified Spatial Encoder (Sect. 2.2). The architectures for
both encoders are described below.

2.1 Spatiotemporal Encoder Architecture

The Spatiotemporal Encoder architecture is shown in Fig. 1. It consists of a
spatial encoder that extracts spatial features for each frame in the video followed
by a temporal encoder that allows these spatial feature maps to ‘mix’ temporally

Fig. 1. The spatiotemporal encoder is comprised of three parts: a VGG13 network
spatial encoder, a Bidirectional Convolution LSTM (BiConvLSTM), temporal encoder,
and a classifier. Frames are resized to 224 × 224 and the difference between adjacent
frames is used as input to the network. The VGG classifier and last max pooling layer
is removed from VGG13 network (Blue and Red). The frame feature maps (Orange),
are size 14 × 14 × 512. The frame features are passed to the BiConvLSTM (Green)
which outputs the frame spatiotemporal encodings (Cyan). An elementwise max pool-
ing operation is performed on the spatiotemporal encoding to produce the final video
representation (Gold). This video representation is then classified as violent or nonvi-
olent via a fully connected classifier (Purple). (Color figure online)
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to produce a spatiotemporal encoding at each time step. All of these encodings
are then aggregated into a single video representation via an elementwise max
pooling operation. This final video representation is vectorized and passed to a
fully connected classifier.

Spatial Encoding: In this work, a VGG13 [29] convolutional neural network
(CNN) model is used as the spatial encoder. The last max pool layer and all fully
connected layers of the VGG13 net are removed, resulting in spatial feature maps
for each frame of size 14 × 14 × 512. Instead of passing video frames directly,
adjacent frames were subtracted and used as input to the spatial encoder. This
acts as pseudo-optical flow model and follows [28,32].

Temporal Encoding: A Bidirectional Convolutional LSTM (BiConvLSTM)
is used as the temporal encoder, the input to which are the feature maps from
the spatial encoder. We constructed the BiConvLSTM in such a way that the
output from each cell is also 14×14×512. The elementwise maximum operation
is applied to these outputs as depicted in Fig. 1, thus resulting in a final video
representation of size 14 × 14 × 512.

A BiConvLSTM cell is essentially a ConvLSTM cell with two cell states.
We present the functionality of ConvLSTM and BiConvLSTM in the following
subsections.

ConvLSTM: A ConvLSTM layer learns global, long-term spatiotemporal fea-
tures of a video without shrinking the spatial size of the intermediate represen-
tations. This encoding takes place during the recurrent process of the LSTM.
In a standard LSTM network the input is vectorized and encoded through fully
connected layers, the output of which is a learned temporal representation. As
a result of these fully connected layers, spatial information is lost. Hence, if
one desires to retain that spatial information, the use of a convolutional opera-
tion instead of fully connected operation may be desired. The ConvLSTM does
just that. It replaces the fully connected layers in the LSTM with convolutional
layers. The ConvLSTM is utilized in our work such that the convolution and
recurrence operations in the input-to-state and state-to-state transitions can
make full use of the spatiotemporal correlation information. The formulation of
the ConvLSTM cell is shown below:

it = σ(Wxi ∗ Xt + Whi ∗ Ht−1 + bi)

ft = σ(Wxf ∗ Xt + Whf ∗ Ht−1 + bf )

ot = σ(Wxo ∗ Xt + Who ∗ Ht−1 + bo)

Ct = ft � Ct−1 + it � tanh(Wxc ∗ Xt + Whc ∗ Ht−1 + bc)

Ht = ot � tanh(Ct)

Where “*” denote the convolution operator, “�” denote the Hadamard
product, “σ” is the sigmoid function and Wx∗, Wh∗ are 2D Convolution ker-
nels that corresponding to the input and hidden state respectively. The hidden
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(H0,H1, ..Ht−1) and the cell states (C1, C2, ..Ct) are updated based on the input
(X1,X2, ..Xt) that pass through it, ft and ot gate activations during each time
sequence step. bi, bf , bo and bc are the corresponding bias terms.

BiConvLSTM: The BiConvLSTM is an enhancement to ConvLSTM in which
two sets of hidden and cell states are maintained for each LSTM cell: one for a
forward sequence and the other for a backward sequence in time. BiConvLSTM
can thereby access long-range context in both directions of the time sequence of
the input and thus potentially gain a better understanding of the entire video.
Figure 2 illustrates the functionality of a BiConvLSTM Cell. It is comprised of
a ConvLSTM cell with two sets of hidden and cell states. The first set (hf , cf )
is for forward pass and the second set (hb, cb) is for backward pass. For each
time sequence, the corresponding hidden states from the two sets are stacked
and passed through a Convolution layer to get a final hidden representation for
that time step. That hidden representation is then passed to the next layer in
the BiConvLSTM module as input.

Fig. 2. Overview of a BiConvLSTM cell. The hidden and cell states are passed to the
next LSTM cell in the direction of flow. Red dashed lines correspond to the first input
in the time step for both the forward and backward hidden states. (Color figure online)

Classifier: The number of nodes in each layer in the fully connected classifier,
ordered sequentially, are 1000, 256, 10, and 2. Each layer utilizes the hyperbolic
tangent non-linearity. The output of the last layer is a binary predictor into
classes violent and non-violent.
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2.2 Spatial Encoder Architecture

Spatial Encoder is a simplified version of the Spatiotemporal Encoder architec-
ture (Sect. 2.1) and is shown in Fig. 3. The temporal encoder is removed and
elementwise max pooling is applied directly to the spatial features. Additionally,
since we are interested in purely the spatial features in this architecture, adja-
cent frame differences are not used as input and frames are passed directly to
the spatial encoder.

Fig. 3. The spatial encoder is comprised of two parts: a VGG13 network spatial encoder
and a classifier. Frames are resized to 224×224 before provided as input to the network.
The VGG classifier and last max pooling layer are removed from VGG13 network (Blue
and Red). The frame feature maps (Orange), are size 14 × 14 × 512. An elementwise
max pooling operation is performed on the frame feature maps to produce the final
video representation (Gold). This video representation is then classified as violent or
nonviolent via a fully connected classifier (Purple). (Color figure online)

3 Data

Details about the three standard datasets widely used in this work are provided
below. For all datasets, we downsampled each video to 20 evenly spaced frames
as input to the network.

Hockey Fights dataset (HF) was created by collecting videos of ice hockey
matches and contains 500 fighting and non-fighting videos. Almost all the videos
in the dataset have a similar background and subjects (humans).

Movies dataset (M) consists of fight sequences collected from movies.
The non-fight sequences are collected from publicly available action recogni-
tion datasets. The dataset is made up of 100 fight and 100 non-fight videos.
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As opposed to the hockey fights dataset, the videos of the movies dataset are
substantially different in their content.

Violent Flows dataset (VF) is a database of real-world, video footage of
crowd violence, along with standard benchmark protocols designed to test both
violent/non-violent classification and violence outbreak detection. The data set
contains 246 videos. All the videos were downloaded from YouTube. The shortest
clip duration is 1.04 s, the longest clip is 6.52 s, and the average length of a video
clip is 3.60 s.

4 Training Methodology

For the spatial encoder, the weights were initialized as the pretrained Ima-
geNet [4] weights for VGG13. For the Spatiotemporal Encoder, the weights
of the BiConvLSTM cell and classifier were randomly initialized. Frame differ-
ences were taken for the Spatiotemporal Encoder architecture and frames were
normalized to be in the range of 0 to 1. For both architectures, the learning
rate was chosen to be 10−6. A batch size of 8 video clips were used as input
and the weight decay was set to 0.1. ADAM optimizer with default beta range
(0.5, 0.99) was used. Frames were selected at regular intervals and resized to
224 × 224. Additionally, random cropping (RC) and random horizontal flipping
(RHF) data augmentations were used for the Hockey Fights and Movies clips,
where as only RHF was applied to Violent Flows clips. Cross entropy loss was
used during training. Furthermore, 5-fold cross validation was used to calculate
performance.

5 Results

The following Subsects. 5.1 and 5.2 discuss the results and the corresponding
model that obtained best performance for all three datasets.

5.1 Hockey Fights and Movies

The best performance for the Hockey Fights and Movies datasets was observed
with the simpler Spatial Encoder Architecture depicted in Fig. 3 and described
in Sect. 2.2. We obtained an accuracy of 96.96 ± 1.08% on the Hockey Fights
dataset and an accuracy of 100 ± 0% on the Movies dataset, both of which
match state-of-the-art. A comparison of our results with other recent work is
given in Table 1. While our model performance was saturated at 100 ± 0% for
the Movies dataset, it outperformed previous methods with comparable accuracy
measures (Table 1 rows 1–11) by a statistically significant margin and hence, we
believe, is a significant improvement.

These results, in contrast to most prior work, were attained without the
use of a temporal encoding of the features. While the Spatiotemporal Encoder
performed comparably to the Spatial Encoder, we observe that the additional
level of complexity involved in utilizing the temporal features wasn’t justified
for datasets like Movies and Hockey Fight that are relatively more homogeneous
than the Violent Flows dataset. We speculate that for certain domains, robust
spatial information may be sufficient for violence classification.
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Table 1. Performance comparison of different methods for Hockey Fights, Movies,
and Violent Flows datasets. In the Hockey and Movies datasets our proposed methods
match the state-of-the-art performance. In the case of the Violent Flows dataset, our
method is comparable to existing methods. The best performance for each dataset and
our proposed methods are highlighted in bold. Two methods for calculating accuracies
are used here. Accuracy calculation of rows 1–11 are outlined in Sect. 5.3.

Method Hockey Movies Violent Flows

MoSIFT+HIK [23] 90.9% 89.5% -

ViF [15] 82.9± 0.14% - 81.3± 0.21%

MoSIFT+KDE+Sparse coding [35] 94.3± 1.68% - 89.05± 3.26%

Deniz et al. [6] 90.1± 0% 98.0± 0.22% -

Gracia et al. [10] 82.4± 0.4% 97.8± 0.4% -

Substantial derivative [20] - 96.89± 0.21% 85.43± 0.21%

Bilinski et al. [1] 93.4% 99% 96.4%

MoIWLD [37] 96.8±1.04% - 93.19± 0.12%

ViF+OViF [8] 87.5± 1.7% - 88± 2.45%

Three streams+LSTM [7] 93.9 - -

Proposed: spatiotemporal encoder 96.54±1.01% 100±0% 92.18± 3.29%

Proposed: spatial encoder 96.96±1.08% 100±0% 90.63± 2.82%

Swathikiran et al. [32] 97.1± 0.55%* 100±0%* 94.57± 2.34%*

Proposed: spatiotemporal encoder 97.9± 0.37%* 100±0%* 96.32±1.52%*

Proposed: spatial encoder 98.1±0.58%* 100±0%* 93.87± 2.58%*

*For the purpose of fair comparison with [32], we also present performance measured
through the accuracy calculation of [32]. For more details refer to Sect. 5.3

5.2 Violent Flows

The best performance on the Violent Flows dataset was observed using the
Spatiotemporal Encoder architecture shown in Fig. 1 and described in Sect. 2.1.
Our accuracy on the Violent Flows dataset was 92.18 ± 3.29%. While not state-
of-the-art, this accuracy is comparable to existing recent methods as shown in
Table 1. We noticed batch normalization caused a decrease in performance on
the Violent Flows dataset. Hence, all reported accuracies for the Violent Flows
dataset were obtained without applying batch normalization in the networks.

5.3 Accuracy Evaluation

Due to the small size of the datasets, we chose to employ 5-fold cross validation to
evaluate model accuracies. We split each dataset into 5 equal sized and randomly
partitioned folds. One fold is reserved for testing and the other four are used for
training. The model is trained from scratch once for each test fold and hence five
test accuracies are obtained per epoch of training. We calculate the mean per
epoch of these accuracies and locate the epoch with maximal accuracy value.
We then calculate the mean and standard deviation of all 100 test accuracies
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that lie within a 10 epoch radius of this maximal accuracy. We report this as
our overall model accuracy and standard deviation.

This contrasts the accuracy evaluation used in [32], where for each fold the
maximum value over all epochs is obtained, and the mean of these values is
reported [31]. For completeness, we report our accuracies using this evaluation
method in Table 1 using a ‘*’.

As shown in Fig. 4, the mean test accuracy for the Hockey Fights dataset
peaks at 97.3% for epoch 63. We take the mean and standard deviation of test
accuracies from epoch 53 to epoch 73 and obtain an overall accuracy of 96.96 ±
1.08%.

Fig. 4. Mean fold accuracy on Hockey evaluated using the spatial encoder architecture.

Figure 5 shows the mean test accuracy of the Violent Flows dataset to be
94.69 at epoch 710. The mean and standard deviation of test accuracies between
epoch 700 and 720 produces an overall accuracy of 92.18 ± 3.29%.

The Movies dataset converged to 100.0% after 3 epochs. Hence we report an
overall accuracy of 100.0% for this dataset.

Fig. 5. Mean fold accuracy on Violent Flows evaluated using the spatiotemporal
encoder architecture.
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5.4 Ablation Studies

We conducted several ablation studies to determine how the boost in perfor-
mance can be attributed to the key components in our Spatiotemporal Encoder
Architecture. In particular, we examine the effects of using a VGG13 network
pretrained on ImageNet to encode spatial features, the use of a BiConvLSTM
network to refine these encodings temporally, and the use of elementwise max
pooling to create an aggregate video representation. To baseline performance
gains, we compare against architectural decisions made by the study that most
closely resembles our work, [32].

Spatial vs Spatiotemporal Encoders. This study examines the role of a
temporal encoder during classification. The performance of the Spatial (Sect. 2.2)
and Spatiotemporal (Sect. 2.1) Encoders are compared and illustrated in Figs. 6
and 7 for the Hockey and Violent Flows respectively. We see the temporal encod-
ing is adding a slight boost in performance in the case of Violent Flows. However,
the simpler Spatial Encoder architecture performs slightly better for the hockey
dataset.

Fig. 6. Performance comparison between spatial and spatiotemporal encoders on the
hockey dataset.

Elementwise Max Pooling vs. Last Encoding. In this study, we sought
to determine the usefulness of aggregating the spatiotemporal encodings via the
elementwise max pool operation. We did so by removing the elementwise max
pooling operation and running classification on the last spatiotemporal frame
representation. Figure 8 depicts that using elementwise max pool aggregation
lead to significant improvement in performance.

ConvLSTM vs. BiConvLSTM. For this study, we evaluated the impact of
bidirectionality of the BiConvLSTM on violence classification. We compared its
performance to a ConvLSTM module and depict the accuracies of both in Fig. 9.
BiConvLSTM yields a slightly higher classification accuracy.
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Fig. 7. Performance comparison between spatial and spatiotemporal encoders on the
Violent Flows dataset.

Fig. 8. Performance comparison between the feature aggregation techniques max pool-
ing and last time sequence representation from the BiConvLSTM module on the Violent
Flows dataset.

Fig. 9. Performance comparison between ConvLSTM and BiConvLSTM as temporal
encoders on the Violent Flows dataset.
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AlexNet vs. VGG13. The aim of this study was to understand the affect of
different spatial encoder architectures on the classification performance. For this
we chose AlexNet and VGG13 Net pretrained on ImageNet as spatial encoders.
Figure 10 shows the performance comparison for the two encoders. It is apparent
that VGG13 is performing appreciably better than AlexNet.

Fig. 10. Performance comparison between AlexNet and VGG13 pretrained models as
spatial encoders on Violent Flows dataset.

6 Conclusions

We have proposed a Spatiotemporal Encoder architecture and a simplified Spa-
tial Encoder for supervised violence detection. The former performs reasonably
well on all the three benchmark datasets whereas the later matches state-of-
the-art performance on the Hockey Fights and Movies datasets. We presented
various ablation studies that demonstrate the significance of each module in the
spatiotemporal encoder model and provide grounding for our architectures.

While several studies have used ConvLSTMs for video related problems, our
contribution of introducing bidirectional temporal encodings and the element-
wise max pooling of those encodings facilitates better context-based representa-
tions. Hence, our Bidirectional ConvLSTM performs better for more heteroge-
neous and complex datasets such as the Violent Flows dataset compared to the
ConvLSTM architecture [32]. Based on the comparisons in the results section,
it is not clear if there is a method that is consistently best. Current commonly
used benchmark violence datasets are relatively small (a few hundred videos)
compared to traditional deep learning dataset sizes. We anticipate that larger
datasets may lead to better comparisons between methods. This may constitute
an interesting future course of study.

Additionally, we were surprised by the performance of the Spatial Encoder
Architecture. Violence detection is a difficult problem, but we speculate that
some datasets may be easier than others. Pause a movie or hockey match at just
the right frame and it is likely that a human user will be able to tell if a fight



Bidirectional Convolutional LSTM for the Detection of Violence in Videos 293

scene or brawl is taking place. We hypothesize that the same is true for a neural
network. A specific frame may fully encode violence in a video for a particular
domain. We speculate that this is why our Spatial Encoder Architecture was
able to match state-of-the-art on the Hockey Fights and Movies datasets. For
more complex datasets and scenes with rapidly changing violence features, it is
important to understand the context of the frame in the whole video, i.e., both
the past video trajectory and future video trajectory leading outwards from that
frame. This is particularly true for longer or more dynamic videos with greater
heterogeneity; the same sequence of frames could go one of several directions
in the future. It is for this reason that we believe our novel contributions to
the architecture, the ‘Bi’ in the BiConvLSTM and elementwise max pooling,
are beneficial to develop better video representations, and we speculate that our
architecture may perform well on more dynamic and heterogeneous datasets. We
anticipate further investigation into this may lead to fruitful results.
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