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Abstract. This paper addresses issues in performing video activity
recognition using support vector machines (SVMs). The videos comprise
of sequence of sub-activities where a sub-activity correspond to a seg-
ment of video. For building activity recognizer, each segment is encoded
into a feature vector. Hence a video is represented as a sequence of fea-
ture vectors. In this work, we propose to explore GMM-based encoding
scheme ot encode a video segment into bag-of-visual-word vector rep-
resentation. We also propose to use Fisher score vector as an encoded
representation for a video segment. For building SVM-based activity rec-
ognizer, it is necessary to use suitable kernel that match sequences of
feature vectors. Such kernels are called sequence kernels. In this work,
we propose different sequence kernels like modified time flexible kernel,
segment level pyramid match kernel, segment level probability sequence
kernel and segment level Fisher kernel for matching videos when seg-
ments are represented using an encoded feature vector representation.
The effectiveness of the proposed sequence kernels in the SVM- based
activity recognition are studied using benchmark datasets.
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1 Introduction

Video activity recognition is one of the most interesting tasks, due to its benefits
in areas such as intelligent video surveillance, automatic cinematography, elderly
behavioral management, human-computer interaction, etc. Activity recognition
involves assigning an activity label to a video which human beings are good at
doing. However, video activity recognition is a challenging task for a computer.
This is because, a video activity comprises a sequence of sub-activities. The order
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in which the sub-activities appear characterizes an activity class. For example,
the activities “Getting Out of Car” and “Getting Into Car” have common set
of sub-activities like ‘person opens car door’, ‘goes out of the car’, ‘closes door’
and ‘walks’. If the sequence of sub-activities are in the order “person opens car
door, goes out of the car, closes door and walks”, then the activity is “Getting
Out of Car”. If the sub-activities are in the order “person walks, opens car door,
gets into the car and closes door”, the activity indicates “Getting Into Car”. So,
the temporal ordering of sub-activities is important for discrimination between
the video activities. An automatic approach to video activity recognition should
consider the temporal ordering of sub-activities to discriminate one video activity
from another.

A video, which is a sequence of frames can be viewed as a three dimen-
sional matrix that carries rich spatio-temporal information. An activity recog-
nizer should use this rich spatio-temporal information [16–18]. This is possible by
extracting suitable features that capture spatio-temporal information. This leads
to representing a video as a sequence of feature vectors, X = (x1,x2, ..,xt, ..,xT )
where, xt ∈ Rd and T is the length of the sequence. The length of the video
sequences vary from one sequence to other because videos are of different
lengths. Hence, video activity recognition involves classification of varying length
sequences of feature vectors. The process of video activity recognition is illus-
trated in Fig. 1. It is seen from Fig. 1 that, an activity recognizer involves first
extracting spatio-temporal features from a video and then using a suitable clas-
sification model to recognize the activity.

Fig. 1. Illustration of video activity recognition process.

It is necessary for a video activity recognizer to discriminate among activity
classes that exhibit strong inter-class similarity. Conventionally hidden Markov
model (HMM) based classifiers are used for classification of varying length
sequences of feature vectors [5]. Since HMMs are built using non-discriminative
learning based approaches, they may not be effective for activity recognition.
Since activity classes exhibit strong inter-class similarity, a discriminative learn-
ing based approach such as a support vector machine (SVM) based classifier
is expected to be helpful in building an activity recognizer. In this work, we
propose to build a SVM-based classifier for activity recognition that involves
classification of varying length sequences corresponding to videos.

Classification of varying length sequences of feature vectors using a SVM-
based classifier requires the design of a suitable kernel as a measure of similarity
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between a pair of sequences. Kernels designed for varying length sequences of fea-
ture vectors are called sequence kernels [33]. In this work, we propose the design
of sequence kernels for video activity recognition. While designing sequence ker-
nels for video activity recognition, it is necessary to consider the temporal order-
ing of sub-activities. A sub-activity in a video corresponds to a small portion
of video called a segment of the video. This segment of a video brings the con-
textual information that is necessary for activity recognition. So, a sequence of
sub-activities correspond to sequence of segments. It is now necessary that in the
design of a sequence kernel the context segments of videos should be considered.
However, segmenting a video into sub-activities is not a trivial task. Instead, in
this work we propose to consider the contextual segments in different ways for
designing the sequence kernels. These contextual segments are approximately
corresponding to sub-activities. In this work, we propose to encode a context
segment of a video in two ways and then this encoded representation is used in
the kernel computation. In the first approach to encoding, a segment of a video is
encoded into a bag-of-visual-words (BOVW) vector. The visual words represent
local semantic concepts and are obtained by clustering the feature vectors of all
the video sequences of all the activity classes. The BOVW vector corresponds to
histogram of visual words that occur in that segment. In the second approach,
a segment of video is encoded into a Fisher score vector obtained using Gaus-
sian mixture model (GMM) based likelihood scores. This involves first building
a GMM using the feature vectors of all the video sequences of all the activity
classes. A Fisher score vector is obtained using the first order derivatives of the
log-likelihood with respect to the parameters of a GMM.

In this work, we extended the previous work of [36] and propose to compute
time flexible kernel (TFK) and modified time flexible kernel (MTFK) where,
each context segment is encoded into Fisher score vector. To design TFK [1], a
video divided into segments of a fixed number of frames and every segment is
encoded into a BOVW vector. As a result, a video is represented as a sequence
of BOVW vectors. Matching a pair of videos using TFK involves matching every
BOVW vector from a sequence with every BOVW vector from other sequence.
In TFK, a pair of BOVW vectors is matched using a linear kernel (LK). In the
design of MTFK [36], better approaches to match a pair of BOVW vectors are
considered. The BOVW representation corresponds to frequency of occurrence
of visual words. It is shown in [6] that frequency based kernels are suitable
for matching a pair of frequency based vectors. In the design of MTFK, the
frequency based kernels are used for matching a pair of BOVW vectors [36].
In this work, we propose to encode every segment into Fisher score vector. As
a result, a video is represented as a sequence of Fisher score vectors. We then
propose to compute TFK using Improved Fisher kernel (IFK) to match a pair
of Fisher score vectors.

It is possible for a sequence of sub-activities at finer level to correspond to
higher level sub-activities. For example, in the game of cricket, ‘bowling event’
may comprise of ‘running’ and ‘throwing a ball’. Hence matching a pair of video
sequences at different abstract levels of sub-activities may be helpful. We pro-
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pose to explore segment level pyramid match kernel (SLPMK) [21] and segment
level probabilistic sequence kernel (SLPSK) [32], used in the context of speech
for activity recognition where matching between a pair of videos is done at
different levels of segments. The design of SLPMK is inspired by the spatial
pyramid match kernel [21]. Here, a video sequence is decomposed into pyramid
of increasingly finer segments. Every segment is encoded into a BOVW vector.
The SLPMK between a pair of video sequences is computed by matching the
corresponding segments at each level in the pyramid. In the design of SLPSK, a
video is divided into a fixed number of segments. Every segment is mapped onto
a high dimensional probabilistic score space. The proposed SLPSK is computed
as a combination of probabilistic sequence kernel (PSK) computed between a
pair of segments which corresponds to inner product between the probabilistic
score space representation.

Inspired by the concept of SLPMK, we propose segment level Fisher kernel
(SLFK) for video activity recognition. In the design of SLFK, every segment is
encoded as a Fisher score vector and the SLFK is computed as a combination
of IFK computed between the segments of the videos. The effectiveness of the
proposed kernels is studied using benchmark datasets.

The main contributions of this paper are as follows.

∗ GMM-based encoding scheme to encode a segment of a video into a BOVW
vector representation. The GMM-based approach uses soft assignment to clus-
ters which is found to be effective when compared to codebook based encoding
which uses K-means clustering.
∗ Fisher score vector, as an encoded representation for a context segment of
video.
∗ TFK and MTFK where each segment is encoded into BOVW vector repre-
sentation and Fisher score vector representation.
∗ SLPMK, SLPSK and SLFK for matching a pair of videos at different levels
of segments (or sub-activities).
∗ Demonstration of the effectiveness of proposed sequence kernel based SVM,
with state-of-the-art results, for video activity recognition.

This paper is organized as follows. A brief overview of approaches to activ-
ity recognition is presented in Sect. 2. In Sect. 3, we present video representa-
tion techniques. Dynamic kernels used in this work are presented in Sect. 4.
The experimental studies are presented in Sect. 4. In Sect. 5, we present the
conclusions.

2 Video Representation

For building an effective activity recognizer, it is important to represent a video
in a suitable way. This requires first to extract spatio-temporal features from
a video. The sequential kernels proposed in this work need to consider match-
ing a pair of videos using segments of videos to consider temporal ordering of
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sub-activities. Hence, it is useful to encode a video segment into a suitable rep-
resentation. In this section, we first present an approach to feature extraction
and then we present approaches to encode a video.

Video has a rich spatio-temporal information. The feature descriptors should
be such that, they preserve the spatio-temporal information. Conventional
approaches to video representation were extended from image representation
that involves extracting features such as edges, colors, corners, etc. from every
frame of video [16,18]. In this method, every frame is represented by a feature
vector so that a video is represented as a sequence of feature vectors to cap-
ture temporal information. In this work, we propose to consider improved dense
trajectories (IDT) based features. The IDT is a state-of-the-art descriptor, used
to retain both spatial and temporal information effectively. An illustration for
IDT-based feature extraction is given in Fig. 2. As shown in Fig. 2, the process
densely samples feature points in each frame and tracks them in the video based
on optical flow. Instead of mapping an individual frame, or a group of frames
sequentially, this approach uses the sliding window method to keep the temporal
information intact. We choose a window size of B frames, and sliding length of F
frames. Multiple descriptors are computed along the trajectories of feature points
to capture shape, appearance and motion information. The descriptors such as
Histogram of Oriented Gradient (HOG), Histogram of Optical Flow (HOF) [10]
and Motion Boundary Histograms (MBH) are extracted from each trajectories.
The IDT descriptor is found to be effective for video analysis tasks [1]. Cap-
turing spatio-temporal information in videos leads to representing a video as a
sequence of feature vectors X = (x1,x2, ...,xt, ...,xT ) where xt ∈ Rd and T is the
length of the sequence. Since videos are of different lengths, the lengths of the
corresponding sequences of feature vectors also vary from one video to another.

Fig. 2. An illustration for the process of improved dense trajectories (IDT) based
feature extraction [10].

An activity is a sequence of sub-activities. A sub-activity corresponds to
a small portion of a video called segment. It would be helpful to represent a
video in terms of the segments. In this work, we propose to encode a segment
of a video into a suitable representation and then design the sequence kernel
using them. We propose to consider two methods for video encoding. The first
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method involves encoding a video segment into bag-of-visual-words (BOVW)
representation. The second method encodes a segment of the video into a Fisher
score vector.

BOVW Encoding: The BOVW representation of a video, X corresponds
to a vector of frequencies of occurrence of visual words denoted by z =
[z1, z2, ...zk, ..., zK ]T . Here, zk corresponds to the frequency of occurrence of the
kth visual word in the video and K is the total number of visual words. A
visual word represents a specific semantic pattern shared by a group of low-level
descriptors. To obtain BOVW representation, every feature vector is assigned to
the closest visual word. Visual words are obtained by clustering all the feature
vectors x ∈ Rd from all the videos into K clusters. Conventionally K-means clus-
tering approach is used to cluster the feature vectors of all the video sequences.
The visual words correspond to the cluster centers and are also called as code-
words. An encoding approach using a set of codewords is known as codebook
based encoding (CBE). K-means clustering is a hard clustering approach. Soft
cluster assignment is expected to be better in the encoding process. In this work,
we propose to consider Gaussian mixture model (GMM) based approach for soft
clustering. This involves building a GMM and every component of GMM is con-
sidered as a representation for a visual word. The video encoding using a GMM
is called as GMM-based encoding (GMME). The CBE and GMME for video
encoding that are presented below.

Codebook Based Encoding: In the codebook based encoding (CBE) scheme a fea-
ture vector is assigned with the index of the closest visual word using Euclidean
distance as follows:

m = argmin
k

||x − μμμk|| (1)

Here, μμμk denotes the kth visual word that corresponds to the center of kth cluster.
In this method only the centers of the clusters are used. Information such as
spread of the cluster and the strength of the cluster are not considered.

Gaussian Mixture Model Based Encoding: In this method, a feature vector can
belong to more than one cluster with non-zero probability. In this method, com-
ponents of the GMM correspond to the visual words. The belongingness of a
feature vector x to a cluster k in the GMM-based encoding (GMME), is given
by the responsibility term,

γk(x) =
wkN (x|μμμk,CCCk)

∑K
i=1 wiN (x|μμμi,CCCi)

(2)

where wk is the mixture coefficient of the component k, and N (x|μμμk,CCCk) is
the Gaussian density for the component k with mean vector μμμk and covariance
matrix CCCk. For a video sequence with T feature vectors, the zk is computed as,

zk =
T∑

t=1

γk(xt) (3)
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Our studies and experimental results show that the performance obtained for
activity recognizer that uses GMME for representing a video is better compared
to that uses CBE method. In the encoding process presented so far, entire video
is encoded into a BOVW representation that corresponds to a histogram of visual
words. An important limitation of encoding entire video, X into z is that the
temporal information among the frames of the video is lost. As video activity
is a very complex phenomena that involves various sub-activities, the temporal
information corresponding to the sub-activities in an activity is essential for
video activity recognition. The sub-activities also correspond to segments of
a video and the ordering of these segments is important. The segments bring
contextual information. To build an activity recognizer, it is helpful to match
a pair of videos at segment level. For this each segment can be encoded into a
BOVW vector. This requires to split a video into a sequence of segments and
encode every segment into a BOVW vector. This results in a sequence of BOVW
vectors representation for a video, Y = (y 1,y 2, ...,y n, ...,y N ) where yn ∈ RK .
Here, N corresponds to the number of video segments considered.

Fisher Encoding: In this work, we also propose to encode a video segment as
a Fisher score vector.

Let X = (x1,x2, ..xt, ...xT ), where xt ∈ Rd denote a segment of a video.
Let γkt, k = 1, . . . ,K, t = 1, . . . , T denote the soft assignments of the T feature
vectors of a video segment to K Gaussian components. For each k = 1, . . . ,K,
define the vectors

uk =
1

N
√

wk

T∑

t=1

γktC
−1/2
k (xt − µk) (4)

vk =
1

N
√

2wk

T∑

t=1

γkt[(xt − µt)C
−1
k (xt − µk) − 1] (5)

The Fisher encoding of the sequence of feature vector is then given by the con-
catenation of uk and vk for all K components.

f = [uT
1 ,vT

1 , . . . ,uT
K ,vT

K ]T (6)

To take into consideration the temporal ordering of video sub-activities, we
propose to encode an activity video into a sequence of Fisher vectors as
F = (f1, f2, ...fn, ..., fN ).

Video activity recognition is a challenging task due to the high level of inter-
class similarity exhibited by the activity classes. It is very essential for an activity
recognizer to discriminate among the activity classes. Support vector machines
(SVMs) are shown to be effective in building discriminative classifiers. For build-
ing an effective activity recognizer using SVMs, it is necessary to use suitable
kernels. We present the kernels proposed in this work in the next section.
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3 Sequence Kernels for Video Activity Recognition

Activity recognition in videos involves considering the sequence of feature vec-
tors X = (x1,x2, ...xt, ...xT ) representation of videos. Here, xt ∈ Rd and T
is the length of the sequence. Videos being different in length, the length of
the sequence varies from one video to another. To build an SVM-based activ-
ity recognizer, it is necessary to consider suitable kernels that consider vary-
ing length sequences of feature vectors. Kernels that consider varying length
sequences of feature vectors are known as sequence kernels [33]. An activity
video is a sequence of sub-activities. The temporal ordering of sub-activities is
important for activity recognition. A sub-activity corresponds to a small portion
of a video called segment. The segments bring contextual information for build-
ing an activity recognizer. We propose to design sequence kernels that consider
these contextual segments and match a pair of video at the segment level. In
this section, we propose the design of five sequence kernels namely, time flexi-
ble kernel (TFK), modified time flexible kernel (MTFK), segment level pyramid
match kernel (SLPMK), segment level probabilistic sequence kernel (SLPSK)
and segment level Fisher kernel (SLFK).

3.1 Time Flexible Kernel

To design a time flexible kernel (TFK), a sequence of feature vectors,
X = (x1,x2, ...,xt, ...,xT ) is first divided into sequence of segments such that,
X = (X1,X2, ...,Xn, ...,XN ), where, Xn corresponds to nth segment and N is
the number of segments. A segment is obtained by considering a sliding window
of ′B′ frames. Every segment Xn is encoded into a bag-of-visual-word (BOVW)
vector yn ∈ RK where, yn = [yn1, yn2, .., ynk, .., ynK ]T . This results in encod-
ing a sequence of feature vectors, X = (x1,x2, ...,xt, ...,xT ) into a sequence of
BOVW vectors, Y = (y1,y2, ..,yn, ..,yN ).

Let Yi = (yi1,yi2, ...,yin, ...,yiN ) and Yj = (yj1,yj2, ...,yjm, ...,yjM ) cor-
respond to the sequence of BOVW vectors representation of ith and jth videos
respectively. Here, N and M represent the length of the sequence of BOVW
vectors. The TFK involves matching every BOVW vector from Yi with every
BOVW vector from Yj . It was observed that in an activity video, middle of
the video has the core of the activity [1] and it is necessary to ensure maximum
matching at the middle of the video. Hence to effectively match a pair of videos,
it is necessary to ensure that their centers are alligned. This is achieved by using
a weight, wnm for matching between yin and yjm. The value of wnm is large when
n = N/2 and m = M/2, i.e., matching at the center of two sequences. The value
of wnm for n = N/2,m = 1 will be smaller than wnm for n = N/2,m = M/2. The
details of choosing wnm can be found in [1]. Effectively the TFK is a weighted
summation kernel as given below:

KTFK(Yi,Yj) =
N∑

n=1

M∑

m=1

wnmKLK(yin,yjm) (7)
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An illustration of matching a BOVW vector yj9 from the sequence Yj with
all the BOVW vectors of Yi is given in Fig. 3. In this illustration, length of
Yi is 11 and that of Yj is 17. For every match between yj9 with the BOVW
vectors from Yi, a weight w9i, i = 1, 2, ...11 is considered. This is because yj9

and yi6 correspond to the center of activity videos where the match needs to be
maximum. In (10), a linear kernel is used for matching yin and yjm. In principle
any kernels on fixed-length representation of examples can be used in place of
KLK(yin,yjm). It is also helpful if better ways of matching a pair of BOVW
vectors can be explored. In the nect section we present modified time flexible
kernel (MTFK).

Fig. 3. An illustration of matching yj9 from Yj with all the BOVW vectors from Yi

using suitable weights. Here, the length of Yi is 11 and that of Yj is 17.

3.2 Modified Time Flexible Kernel

In the design of modified time flexible kernel, we propose to explore better ways
of matching a pair of BOVW vectors. The widely used non linear kernels on
fixed-length representations such as the Gaussian kernel (GK) or the polynomial
kernel (PK) can be used. However, the computation of these kernels require
fine tuning of kernel parameters which is not easy. In this work, each video
segment is represented using BOVW representation which is a histogram vector
representation. For such representations, the frequency-based kernels for SVMs
are found to be more effective [6]. So, we have explored two frequency based
kernels namely, Histogram Intersection Kernel (HIK) [7] and Hellinger’s Kernel
(HK) [8] as non linear kernels to modify the TFK.

HIK-Based Modified TFK. Let yin = [yin1, yin2, ..., yinK ]T and yjm =
[yjm1, yjm2, ..., yjmK ]T be the nth and mth elements of the sequence of BOVW
vectors Yi and Yj corresponding to the video sequences Xi and Xj respectively.
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The number of matches in the kth bin of the histogram is given by histogram
intersection function as,

sk = min(yink, yjmk) (8)

HIK is computed as the total number of matches given by [7],

KHIK(yin,yjm) =
K∑

k=1

sk (9)

HIK-based modified TFK is given by,

KHIKMTFK(Yi,Yj) =
N∑

n=1

M∑

m=1

wnmKHIK(yin,yjm) (10)

HK-Based Modified TFK. In Hellinger’s kernel the number of matches in
the kth bin of the histogram given by,

sk =
√

yinkyjmk (11)

Hellinger’s kernel is computed as the total number of matches across the his-
togram. It is given by,

KHK(yin,yjm) =
K∑

k=1

sk (12)

HK-based modified TFK is given by:

KHKMTFK(Yi,Yj) =
N∑

n=1

M∑

m=1

wnmKHK(yin,yjm) (13)

When video segment is encoded into BOVW vector, we have proposed HK-based
MTFK and HIK-based MTFK. When the encoding scheme is Fisher encoding,
we propose improved Fisher kernel (IFK) based modified TFK.

IFK-Based Modified TFK. Let Fi = (fi1, fi2, ...fin, ..., fiN ) and Fj =
(fj1, fj2, ...fjn, ..., fjN ) be the sequence of Fisher score vector representation for
ith and jth video. The improved Fisher kernel between fin and fjm is computed
as,

KIFK(fin, fjm) = fTinfjm (14)

IFK-based modified TFK is given by,

KIFMTFK(Fi,Fj) =
N∑

n=1

M∑

m=1

wnmKIFK(fin, fjm) (15)

In the design of TFK and MTFK, a video is represented as a sequence of seg-
ments. It is possible for a sequence of sub-activities occurring one after the
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other to form a higher level of sub-activity. For example, in the video of cricket
game, sub-activities such as ‘running’ and ‘throwing a ball’ form a higher level
sub-activity, ‘bowling’. Hence, it may be desirable to match a pair of videos
at different levels of sub-activities. For this, we present segment level pyramid
match kernel in the next section.

Combining Kernels. To take the maximum advantage of the video represen-
tation, we consider the BOVW encoding of the entire video zi and the sequence
of BOVW representation, Yi of a video sequence, Xi. We consider linear com-
bination of kernels, MTFK and kernel computed on BOVW encoding of entire
video.

KCOMB(Xi,Xj) = K1(Yi,Yj) + K2(zi, zj) (16)

Here, K1(Yi,Yj) is either HIK-based MTFK or HK-based MTFK and K2(zi, zj)
is LK or HIK or HK.

The base kernel (LK or HIK or HK) is a valid positive semidefinite kernel
and multiplying a valid positive semidefinite kernel by a scalar is a valid positive
semidefinite kernel [15]. Also, the sum of valid positive semidefinite kernels is a
valid positive semidefinite kernel [15]. Hence, both TFK and modified TFK are
valid positive semidefinite kernels.

3.3 Segment Level Pyramid Match Kernel

An activity video is a sequence of sub-activities. To design segment level pyramid
match kernel (SLPMK), a video is decomposed into increasingly finer segments
and is represented as a pyramid of segments. To compute segment level pyramid
match kernel (SLPMK) between two videos, we match the corresponding video
segments at each level of the pyramid. Let l = 0, 1, ..., L−1 be the L levels of the
pyramid [32]. At 0th level, complete video sequence is considered as a segment.
At the 1st level, video sequence is divided into two equal segments. At the 2nd

level, a video sequence is divided into four equal segments and so on. Hence, at
any level l, a video sequence is divided into 2l equal segments. Every segment
is encoded into a BOVW vector before matching. In this work, we propose to
use two approaches to encode a video segment into a BOVW vector. In the
first approach codebook based encoding (CBE) is used. In the second approach,
GMM-based encoding (GMMe) is used. The design of SLPMK when CBE and
GMME are used is presented as follows.

Codebook Based SLPMK. Let Xi and Xj be the ith and jth videos to be
matched using the proposed SLPMK. At the lth level of the pyramid, let ylp

be the K-dimensional BOVW vector corresponding to pth segment. Let ylpk
be the kth element of ylp that corresponds to the number of feature vectors of
pth segment assigned to the kth codeword. The number of matches in the kth

codeword between the pth segments of Xi and Xj at lth level of pyramid is given
by,

slpk = min(yilpk, yjlpk) (17)
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Total number of matches at level l between the pth segments of Xi and Xj is
given by,

Slp =
K∑

k=1

slpk (18)

Total number of matches between Xi and Xj at level l is obtained as,

Ŝl =
2l∑

p=1

Slp (19)

The number of matches found at level l also includes all the matches found
at the finer level l + 1. Therefore, the number of new matches found at level l
is given by Ŝl − Ŝl+1. The codebook based segment level pyramid match kernel
(CBSLPMK) is computed as:

KCBSLPMK(Xi,Xj) =
L−2∑

l=0

1
2L−(l+1)

(Ŝl − Ŝl+1) + ŜL−1 (20)

In this method, K-means clustering is used to construct bag-of-codewords.
Soft clustering could be used to construct a better SLPMK. In the next sub-
section, we use GMM-based SLPMK. Information about the spread, the size
of clusters along with the centers of clusters is considered in GMM- based soft
assignment of feature vectors.

GMM-Based SLPMK. Here, a segment of a video is encoded using GMME.
This involves building a GMM using all the feature vectors of all the sequences
of all the activity classes. The soft assignment of a feature vector xt of a segment
of a video to the kth component of GMM is given by the responsibility term,

γk(xt) =
wkN (xt|μμμk,CCCk)

∑K
j=1 wjN (xt|μμμj ,CCCj)

(21)

where, N (xt|μμμk,CCCk) is the kth Gaussian component with mean vector μμμk and
covariance matrix CCCk. Here, wk denotes the mixture weight. For the pth video
segment at lth level of pyramid, the effective number of feature vectors of a
sequence X assigned to the component k given by,

ylpk =
T∑

t=1

γk(xt) (22)

where, T is the number of feature vectors in the pth segment of X. For a pair
of examples represented as sequence of feature vectors, Xi and Xj , number of
matches in the kth codeword between the pth segments of Xi and Xj at lth level of
pyramid (slpk), total number of matches at level l between the pth segments (slp)
and total number of matches between Xi and Xj at level l (Ŝl) are computed
as in (17), (18) and (19) respectively. GMMSLPMK between a pair of videos
Xi and Xj , KGMMSLPMK is then computed as in (20). In the next section, we
present segment level probabilistic sequence kernel.
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3.4 Segment Level Probabilistic Sequence Kernel

Segment level probabilistic sequence kernel (SLPSK) [32] divides a video
sequence into a fixed number of segments and then maps each segment onto
a probabilistic feature vector. SLPSK between a pair of videos is obtained
by matching the corresponding segments. Let Xi = (xi1,xi2, ...xit, ...xiTi

) and
Xj = (xj1,xj2, ...xjt, ...xjTj

) be the sequence of feature vectors representation
corresponding to ith and jth video. Let Xi and Xj be divided into N seg-
ments, such that Xi = (X1

i ,X
2
i , ...X

n
i , ...XN

i ) and Xj = (X1
j ,X

2
j , ...X

n
j , ...XN

j )
be the sequence of segments corresponding to Xi and Xj respectively. Here, let
Xn

i = (xn
i1,x

n
i2, ...x

n
it, ...x

n
iTin

) be the sequence of feature vectors corresponding to
the nth segment in the ith video. In the design of SLPSK, probabilistic sequence
kernel (PSK) is computed between corresponding segments of the two videos.

The PSK uses universal background model (UBM) with K components
and the class-specific GMMs obtained by adapting to the UBM. The UBM,
also called as class independent GMM (CIGMM), is a large GMM built using
the training data of all the classes. A feature vector xn

it corresponding to
the tth feature vector in the nth segment of ith video, is represented in a
higher dimensional feature space as a vector of responsibility terms of the 2K
components (K from class-specific adapted GMM and other K from UBM).
Ψ(xn

it) = [γ1(xn
it), γ2(x

n
it), ..., γ2K(xn

it)]
T . Since the element γk(xn

it) indicates the
probabilistic alignment of xn

it to the kth component, Ψ(xn
it) is called the prob-

abilistic alignment vector which includes the information common to all the
classes. A sequence of feature vectors Xn

i corresponding to the nth segment of
the ith video is represented as a fixed dimensional vector Φn

PSK(Xn
i ), and is given

by,

Φn
PSK(Xn

i ) =
1

Tin

Tin∑

i=1

Ψ(xn
it) (23)

Then, the PSK between two segments Xn
i and Xn

j is computed as,

Kn
PSK(Xn

i ,Xn
j ) = Φn

PSK(Xn
i )TS−1

n Φn
PSK(Xn

j ) (24)

where, Sn is the correlation matrix given by,

Sn =
1

Mn
RT

nRn (25)

where, Rn is the matrix whose rows are the probabilistic alignment vectors for
feature vectors of the nth segment and Mn is the total number of feature vectors
in the nth segment.

The SLPSK between Xi and Xj is then computed as combination of the
segment-specific PSKs as follows,

KSLPSK(Xi,Xj) =
N∑

n=1

Kn
PSK(Xn

i ,Xn
j ) (26)
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Since, PSK is a valid semidefinite kernel, the segment specific PSK is also a valid
positive semidefininte kernel. Hence, SLPSK is also a valid positive semidefinite
kernel because the sum of valid positive semidefinite kernel is a valid positive
semidefinite kernel. In the next section, we present segment level Fisher kernel.

3.5 Segment Level Fisher Kernel

To design segment level Fisher kernel (SLFK), a video represented as a sequence
of feature vectors is divided into a fixed number of segments. Computation of
SLFK involves computing Fisher kernel (FK) between the corresponding seg-
ments of the two video sequences and then combining the segment level match
to get SLFK between the two videos. Computation of FK between a pair of seg-
ments involves first encoding the segments into respective Fisher score vectors
[23]. Let Xn

i = (xn
i1,x

n
i2, ...x

n
it, ...x

n
iTin

) and Xn
j = (xn

j1,x
n
j2, ...x

n
jt, ...x

n
jTjm

) be
the nth segment of the ith and jth videos. Let Xn

i and Xn
j be encoded into the

Fisher score vectors fni and fnj respectively.
The improved Fisher kernel (IFK) between two segments of the videos Xn

i

and Xn
j is computed as,

Kn
FK(Xn

i ,Xn
j ) = (fni )T (fnj )T (27)

The SLFK for Xi and Xj is then computed as combination of the segment-
specific FKs as follows,

KSLFK(Xi,Xj) =
N∑

n=1

Kn
FK(Xn

i ,Xn
j ) (28)

Since, FK is a valid semidefinite kernel, the segment specific FK is also a valid
positive semidefininte kernel. Hence, SLFK is also a valid positive semidef- inite
kernel because the sum of valid positive semidefinite kernel is a valid positive
semidefinite kernel. In the next section, we present combination of kernels.

4 Experimental Studies

In this section, we present the results of experimental studies carried out to
verify the effectiveness of sequence kernels for video activity recognition. We
first present the datasets used and video representation considered. Then, we
present the various studies conducted.

4.1 Datasets

UCF Sports Dataset. This dataset comprises a collection of 150 sports videos
of 10 activity classes. On an average, each class contains about 15 videos with an
average length of each video being approximately 6.4 s. We follow leave-one-out
cross validation strategy as used in [35].



178 S. S. Allappa et al.

UCF50 Dataset. UCF50 is an action recognition data set with 50 action
categories, consisting of realistic videos taken from youtube. This data set is an
extension of YouTube Action data set. This dataset contains 6681 video clips
of 50 different activities. We follow leave-one-group-out cross-validation strategy
used in [34].

Hollywood 2 Dataset. This dataset contains 1707 video clips belonging to
12 classes of human actions. It has 823 videos in the training dataset and 884
videos in the test dataset as used in [31].

4.2 Video Representation

Each video is represented using improved dense trajectories (IDT) descriptor
[10]. IDT descriptor densely samples feature points in each frame and tracks
them in the video based on optical flow. To incorporate the temporal information,
IDT descriptor is extracted using a sliding window of 30 frames with an overlap
of 15 frames. For a particular sliding window, multiple IDT descriptors, each of
426 dimensions are extracted. The 426 features of an IDT descriptor comprise
multiple descriptors such as histogram of oriented gradient (HOG), histogram
of optical flow (HOF), and motion boundary histograms (MBH). The number of
descriptors per window depends on the number of feature points tracked in that
window. A video clip is represented as a sequence of IDT descriptors. We propose
to encode sequence of feature vectors of a video in two ways. In the first approach,
entire video is encoded into a bag-of-visual-words (BOVW) representation. In the
second approach, a video is encoded into a sequence of BOVW representation. In
this work, we propose to consider the GMM-based soft clustering approach for
video encoding. We also compare the GMM-based encoding (GMME) approach
with the codebook-based encoding (CBE) approach proposed in [1]. In this work,
we study the effectiveness of different sequence kernels for activity recognition
using SVM-based classifiers.

4.3 Studies on Activity Recognition in Video Using BOVW
Representation Corresponding to Entire Videos

In this section, we study the SVM-based activity recognition by encoding
an entire video clip into a single BOVW vector representation. We consider
codebook-based encoding (CBE) [1] and GMM-based encoding (GMME) meth-
ods for generating BOVW representation. Different values for the codebook size
in CBE and the number of clusters in GMM, is explored and an optimal value of
256 is chosen. For SVM-based classifier, we need a suitable kernel. We propose to
consider linear kernel (LK), histogram intersection kernel (HIK) and Hellinger’s
kernel (HK). The accuracy of activity recognition in videos using SVM-based
classifier for the three datasets is given in Table 1. It is seen from Table 1 that
video activity recognition using SVM-based classifier that uses the frequency
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based kernels, HIK and HK, is better than that using LK. This shows the suit-
ability of frequency based kernels when the videos are encoded into BOVW rep-
resentation. It is also seen that the performance of SVM-based classifier using
GMME is better than that using CBE used in [1]. This shows the effectiveness
of GMM-based soft clustering approach for video encoding. In the next section,
we study SVM-based approach to video activity recognition when a video clip
is represented as a sequence of BOVW representation.

Table 1. Accuracy in (%) of SVM-based classifier for activity recognition in videos
using linear kernel (LK), Hellinger’s kernel (HK) and histogram intersection kernel
(HIK) on the BOVW encoding of the entire video. Here CBE corresponds to code
book based encoding proposed in [1] and GMME corresponds to GMM-based video
encoding proposed in this work.

Datasets

UCF Sports UCF50 Hollywood

Kernel/Encoding CBE GMME CBE GMME CBE GMME

LK 80.67 90.40 80.40 90.40 80.40 90.40

HK 83.33 92.93 83.33 92.27 83.00 93.57

HIK 84.67 92.53 82.27 92.53 83.00 93.13

4.4 Studies on Activity Recognition in Videos Using Sequence of
Feature Vectors Representation for Videos

In this section, we study the activity recognition in videos using sequence of
feature vectors representation of videos. To build an SVM-based activity rec-
ognizer, we propose to consider time flexible kernel (TFK), modified time flex-
ible kernel (MTFK), segment level pyramid match kernel (SLPMK), segment
level probabilistic sequence kernel (SLPSK) and segment level Fisher kernel
(SLFK). For computing TFK, a sequence of feature vectors is encoded into a
sequence of BOVW vectors where a segment of 30 frames is considered. We con-
sider both codebook based encoding (CBE) and GMM-based encoding (GMME)
approaches. Different values for the codebook size in CBE and the number of
clusters in GMM, is explored and an optimal value of 256 is chosen. MTFK
between a pair of videos is computed using the same sequence of BOVW vectors
representation used in TFK. Here, we consider the frequency based kernels HK
and HIK for MTFK. The accuracy of SVM-based activity recognizer for the three
datasets using the proposed kernels is given in Table 2. It is seen from Table 2
that, MTFK-based SVMs give better performance than TFK-based SVMs. This
shows the effectiveness of the kernels proposed in this work. From Tables 1 and
2, it is also seen that the TFK-based SVMs give better performance than LK-
based SVMs that use BOVW vector representation of entire video. This shows
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the importance of using the temporal information of video for the activity recog-
nition. It is also seen that the performance of MTFK-based SVMs is better than
the SVM-based classifiers using the frequency based kernels, HK and HIK, on
BOVW vectors encoding corresponding to the entire video.

It is seen from Table 2 that the performance of MTFK-based activity rec-
ognizer is comparable to that obtained using the activity recognizers that use
SLPMK, SLPSK and SLFKs for UCF Sports and UCF50 datasets. In case of
Hollywood dataset, SLFK based SVM classifier is found to perform better than
the other classifiers. For SLPMK we have considered levels L = 1, 2, 3 and at
each level a segment of video is encoded using CBE and GMME. Different values
for the codebook size in CBE and the number of clusters in GMM, is explored
and an optimal value of 256 is chosen. For SLPSK and SLFK, we divide the
video into segments in 3 ways. The first approach involves dividing a video into
two segments. In the second approach, a video is divided into 4 segments and in
the third approach there are 8 segments considered.

Table 2. Accuracy in (%) of SVM-based classifier for activity recognition in videos
using TFK, MTFK, SLPMK, SLPSK and SLFK computed on sequence of BOVW
vectors representation of videos. Here, CBE corresponds to code book based encoding
proposed in [1] and GMME corresponds to GMM-based video encoding proposed in this
work. HK-MTFK corresponds to HK-based modified TFK and HIK-MTFK denotes
the HIK-based modified TFK. SLPMK with three levels L = 1, 2, 3 is considered. Here
SLPSK-1 denotes SLPSK computed by diving a video into two segments. SLPSK-2
and SLPSK-3 correspond to SLPSK computed by diving a video into 4 and 8 segments
respectively. SLFK-1, SLFK-2 and SLFK-3 correspond to SLFK computed by diving
a video into 2, 4 and 8 segments respectively.

Datasets

UCF Sports UCF50 Hollywood

Kernel/Encoding CBE GMME CBE GMME CBE GMME

TFK 82.00 91.27 81.67 91.27 82.67 91.67

HK-MTFK 86.67 95.73 86.67 95.27 86.13 92.26

HIK-MTFK 86.00 95.60 86.00 95.00 86.00 92.00

SLPMK (L= 1) 84.50 95.60 85.07 94.06 85.00 94.00

SLPMK (L= 2) 85.00 96.00 85.60 94.50 85.60 94.50

SLPMK (L= 3) 84.50 96.00 85.67 95.00 83.00 94.07

FK-MTFK 95.67 95.00 95.07

SLPSK-1 92.67 93.00 92.67

SLPSK-2 93.67 94.00 94.00

SLPSK-3 93.27 93.70 93.00

SLFK-1 95.00 94.60 94.00

SLFK-2 95.27 94.67 95.00

SLFK-3 95.07 94.67 95.00
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4.5 Studies on Activity Recognition in Video Using Combination of
Kernels

In this section, we combine a kernel computed on BOVW representation of entire
videos and a kernel computed on sequence of BOVW vectors’ representation
of video. We consider simple additive combination so that a combined kernel
COMB(K1 + K2) corresponds to addition of K1 and K2. Here K1 corresponds
to kernel computed using sequence of BOVW vectors representation of videos,
and K2 corresponds to the kernel computed on the BOVW representation of
entire video. The performance of SVM-based classifier using combined kernels
for video activity recognition is given in Table 3. It is seen from Table 3 that the
accuracy of SVM-based classifier using the combination kernel involving TFK is
better than that for the SVM-based classifier using only TFK. This shows the
effectiveness of the combination of kernels. It is also seen that the performance
for SVM-based classifier using combination of kernels involving HK and HIK
computed on entire video is better than that obtained with combination of kernel
involving LK computed on entire video. It is also seen that the performance of
SVM-based classifiers using combination kernel involving MTFKs is better than
that using TFKs. This shows the effectiveness of the proposed MTFK in activity
recognition in videos. In Figs. 4, 5 and 6 we compare the performance of SVM-
based activity recognition using different kernels for the UCF sports dataset,
UCF 50 dataset and Hollywood datasets respectively. It is seen from Figs. 4, 5
and 6 that, the SVM-based activity recognizers using the combination of kernels
performs better than classifiers that use other kernels.
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Fig. 4. Comparison of performance of SVM-based classifier using different kernels for
the video activity recognition in UCF Sports dataset.
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Table 3. Comparison of performance of activity recognition in video using SVM-based
classifier that uses combination of kernels. Here, COMB(K1 + K2) indicate additive
combination of kernels K1 and K2 respectively. K1 is a kernel computed on the sequence
of BOVW vectors representation of videos and K2 is a kernel computed on the BOVW
representation of the entire video. Here, CBE corresponds to code book based encoding
proposed in [1] and GMME corresponds to GMM-based video encoding proposed in
this work.

Datasets

UCF Sports UCF50 Hollywood

Kernel/Encoding CBE GMME CBE GMME CBE GMME

COMB(TFK+LK) 82.67 93.87 82 93.87 82.67 93.87

COMB(HK-MTFK+LK) 84.67 94.13 84.67 93.87 83.13 95

COMB(HIK-MTFK+LK) 82.67 94.13 83.67 93.87 83 95.13

COMB(TFK+HK) 86 94.13 85.13 94.13 85.13 94.26

COMB(HK-MTFK+HK) 86.67 96.53 86 96.13 86.26 96.67

COMB(HIK-MTFK+HK) 87.33 96.93 86.93 96.27 86 96.13

COMB(TFK+HIK) 84 94.67 84 94.67 84.26 94.13

COMB(HK-MTFK+HIK) 86.67 96.4 86.67 96.4 86.67 96

COMB(HIK-MTFK+HIK) 86 96.93 86.27 96.27 86 96.27
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Fig. 5. Comparison of performance of SVM-based classifier using different kernels for
the video activity recognition in UCF50 dataset.
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Fig. 6. Comparison of performance of SVM-based classifier using different kernels for
the video activity recognition in hollywood dataset.

5 Conclusion

In this paper, we proposed approaches to SVM-based video activity recognition
using different sequence kernels. A video activity comprises of a sequence of
sub-activities whose time ordering is important for discriminating one video
activity from the other. A sub-activity corresponds to a small segment of the
video. Hence, in this work, we proposed sequence kernels that consider video
segments. In this paper, we proposed modified time flexible kernel, segment level
pyramid match kernel, segment level probabilistic sequence kernel and segment
level Fisher kernel. The studies conducted using bench mark datasets show the
effectiveness of the proposed kernels for SVM based activity recognition.
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