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Abstract 
Data security in computer networks is becoming increasingly important due to the expanding 
role of distributed computation, distributed databases and tele-communication applications 
such as electronic mail and electronic funds transfer. For privacy, information which may be 
highly sensitive or privileged must be encrypted with secret keys which are shared by the 
communicating parties. These keys are generated by key agreement protocols. Traditionally 
such protocols were designed by trial and error. History has proven this method to be 
unreliable: many protocols were broken or serious flaws were exposed. In this paper we 
discuss the security aspects of key agreement protocols. In particular, we consider two models 
for provable security, one based on probabilistic encryption, the other on zero-knowledge. 
We propose a variant of the Diffie-Hellman key agreement protocol which is provably secure 
and efficient. 
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1 INTRODUCTION 

Security in computer networks is becoming increasingly important due to the expanding role 
of distributed computation, distributed databases and tele-communication applications such as 
electronic mail and electronic funds transfer. Data transferred may be highly sensitive or 
privileged information. Unauthorized access to this information is easy and cheap to obtain 
and difficult to detect if no security measures are taken. 

When designing a network, several aspects of data security need to be considered. 
Prominent among these are spurious message injection, message reception by un- authorized 
receivers, transmission disruption and rerouting data to fake nodes. The services that a 
security system of a network has to provide are identification, peer entity authentication, 
access control, data confidentiality, communications integrity, service availability, 
accountability and non-repudiation (Needham-Schroeder 1978, Yao 1982, Diffie et al. 1992, 
Bellare-Rogaway 1994). 

For this purpose a combination of authentication protocols and encryption algorithms on 
the data is utilized. Each encryption algorithm uses a secret key to encrypt the sensitive data. 
These keys have to be shared between the communicated entities. The problem of distributing 
securely keys is one of the main goals of network security. Two approaches may be used. In 
the first one, there is a Trusted Centre from which the entities obtain the required shared 
(session) keys. With such systems the Centre manages the system and has overall control, e.g. 
as with Kerberos (Kohl 1991). This is a major drawback, as too much trust is confined to one 
entity. The second approach is based on the use of public keys and appropriate protocols for 
generating shared (session) keys. Such systems have some intrinsic advantages and the role of 
the Centre is reduced to managing the public keys. In this paper we discuss the security 
aspects of key agreement protocols. In particular, we consider two models for provable 
security, one based on probabilistic encryption, the other on zero-knowledge. We propose a 
variant of the Diffie-Hellman key agreement protocol (Diffie-Hellman 1976) which is 
provably secure and has low complexity. 

2 KEY AGREEMENT 

Key Agreement protocols are used by the entities of a network to establish privately shared 
keys. After the execution of the protocol only authenticated entities can be in possession of 
the correct key or of the necessary information to compute the correct key (Diffie-Hellman 
1976, Bellare-Rogaway 1994, ISOIIEC Draft Directory 1995). 

The Key Agreement takes place in the structured setting of the network. Depending on 
the protocol used, the setting may be changed. Key Agreement protocols can be distinguished 
according to the required number of passes and the interactions. Traditionally, protocols were 
designed by trial and error. History has shown that the success rate of this method is not too 
impressive (Desmedt-Burmester 1993, Burmester 1994). 

In the early 1980's many authors (Yao 1982, Goldwasser-MicaH 1984, Blum-Micali 
1984) suggested that the security of cryptographic schemes can be proven under standard and 
well believed complexity theoretic assumptions (e.g. the intractability of factoring). This 
entails providing (i) a definition of the goal, (ii) a protocol and, (iii) a proof that the protocol 
meets its goal, assuming some standard complexity-theoretic assumption holds true. 
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By the late 1980's provable security was achieved for probabilistic encryption, pseudo­
random number generators and digital signatures (Yao 1982, Goldwasser-MicaH 1984, Blum­
Micali 1984, Goldwasser et al. 1988). The goal of building secure distributed systems is more 
complex. Since 1991, Bird et al. 1992, and Bellare-Rogaway 1994, addressed this issue and 
proposed protocols which offer varying degrees of protection. 

The most popular Key Agreement schemes are based on a model proposed by Needham 
and Schroeder 1978. In these, the Trusted Centre selects a session key, encrypts it and sends it 
to the entities who wish to communicate in private. Leighton and Micali 1994 proposed a 
variant of this based on probabilistic encryption. The main drawbacks of these schemes are 
that the Trusted Centre knows all the secret keys and the session keys, and that it has to be 
online. Furthermore, arbitrary many cleartext-ciphertext pairs are exposed. 

The Trusted Centre need not be continuously available if the secret keys are distributed 
in advance to all pairs of entities. This is known as the tv2 problem, where N is the maximum 
number of entities who want to communicate securely. Gong and Wheeler 1990 proposed a 
solution to this problem which reduces the overall number of the secret keys and the number 
of keys maintained by the entities. Leighton and Micali 1994 proposed a slightly different 
version. 

In the following sections we will consider two models for provably secure key 
agreement. In both models we shall assume that the adversary as well as all the entities in the 
network have limited resources, bounded by a polynomial in the length of tl1e shared session 
key. 

3 PROVABLE SECURITY WITH PROBABILISTIC ENCRYPTIONS 

A basic security requirement for key agreement is that a compromised session key should 
only affect the session which that key protects. Consequently the entities have to use a fresh 
session key each time that they want to communicate in private. An additional reason for 
freshness is the necessity of avoiding cross-session "replay attacks". 

Bellare and Rogaway 1994 presented several key agreement protocols which are 
provably secure. These are based on probabilistic encryption and use pseudo-random 
functions which make it impossible for an adversary to distinguish their values from random 
strings. Furthermore, the adversary cannot combine such values to construct new ones, 
preventing "chosen-ciphertext" type attacks. In one of their proposed protocols, the entities 
agree on an implicit common session key. Figure 1 shows the messages exchanged between 
entities A and A in this protocol. 

All pairs of entities are given privately by a Trusted Centre long-lived common secret 
keys which are 2k-bit strings (aJ>a2). The first part a1 is taken as the key of a pseudo-random 
function f., and is used for authentication. The second part a2 is taken as a key for another 

pseudo-random function f., and is used to compute the session key. The main feature of this 

scheme is that it uses pseudo-random functions. A drawback is that many cleartext-ciphertext 
pairs encrypted under the same key are exposed. 
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Figure 1 The Bellare-Rogaway Key Agreement protocol. Here [ xJa1 = (x./~1 (x)). 

The adversary in this protocol gains no knowledge from the conversations between A and 
B. Indeed the adversary could easily simulate these conversations by replacing the 
encryptions with random strings. 

4 PROVABLE SECURITY BASED ON ZERO-KNOWLEDGE 

In 1976 Diffie and Hellman presented the first public key agreement system (Diffie-Hellman 
1976). In this paper we will use a variant of this which is based on public keys, the 
Matsumoto-Takashima-Imai (MTI) system (Matsumoto et al. 1986, ISOIIEC Draft Directory 

1995). This uses a discrete logarithm setting. Let p be a large prime and g generator of z;. 
Each entity i in the network chooses a secret exponent S; in Zp-J and registers 

P; = as• mod p as its public key with a Trusted Centre (which also chooses the parameters p 
and g of the system). 

When entities A and A wish to communicate securely, they first compute the Diffie­
Hellmnn key kA8 "'(g'' )'• "'(g'•)'' "'g'"" (mod p). Then, they select secret random 

exponents RA, RB in Zp-J and exchange XA = kABRA modp and X8 = kABRB modp, 
respectively. The common session key is : 

which both entities can compute. The protocol is described in Figure 2. Observe that a fresh 
key is computed each time. 
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Figure 2 The MTI Key Agreement protocol. 

The security of this system against attacks by a passive eavesdropper can be reduced to the 

difficulty of computing gab mod p given p, g, ga mod p and l mod p, which is known as 

the Diffie-Hellman problem*. Indeed suppose that it is easy to compute KAB for a non­

negligible fraction of instances given p, g, PA, PB, X A• X B, and let ga mod p and l mod p 

be an instance of the Diffie-Hellman problem. Then, by choosing random exponents SA, Sn 

for PA, Pn and taking XA = (g"/' 8" mod p and Xn = (l) 8' 8" modp, it is easy to compute 

KAB = (g"b) 8' 8" mod p and hence gab mod p, for a non-negligible fraction of instances 

(Adleman et al. 1977) 
However the security of the MTI protocol against active adversaries is not proven. The 

reason for this is that this protocol is not zero-knowledge**. Indeed, an active adversary 
obtains some knowledge when the session key is revealed. This means that the exchanged 
messages and the corresponding session keys may be of some use to an adversary who wants 
to compute a fresh session key. This was not the case for the Bellare-Rogaway protocol for 
which the session keys were indistinguishable from pseudo-random sttings. 

We observe that in the MTI system as with all other Diffie-Hellman variants, the role of 
the Trusted Centre is reduced to managing the public keys of the participating entities. 

5 A MODIFIED MTI PROTOCOL 

As observed, the MTI protocol is not proven secure because it leaks knowledge which an 
adversary could possibly use to compute fraudulent session keys. This would be prevented if 
the entities had to prove to each other that they know their secret keys S A• SA and the random 
exponents RA, R!J. respectively (Desmedt-Burmester 1993). 

* It is not clear if this problem is as hard as the Discrete Logarithm problem, but it is generally 
regarded as a hard problem. 

** In can be shown that if the MTI protocol was zero-knowledge then the Diffie-Hellman problem would 
be easy. The proof of this is similar to that for the Yacobi protocol in Desmedt-Burmester 1992. 
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In this paper we propose a simple solution which uses Message Authentication Codes• 
(MACs) based on zero-knowledge proofs. In order to guarantee that no knowledge about the 
secret key SA or the secret exponent RA leaks, entity A authenticates its message X. to entity 
Bin the MTI protocol by using a MAC with secret keys: the Diffie-Hellman key kA8 and the 

exponents SA, RA. 

A 
S8 , P8 = gs8 modp 

Figure 3 A provable secure variant of the MTI protocol. 

Figure 3 describes the proposed modification using zero-knowledge based MACs. Observe 
that the common session key KA8 is independent of the public keys of the entities. In the next 
section we will show how to implement this protocol efficiently, and discuss its security. 

6 AN EFFICIENT IMPLEMENTATION 

In the modified protocol (Figure 3) each entity must ensure that no knowledge about its secret 
key or its secret exponent leaks. To achieve this we use the Schnorr variant (Schnorr 1991) of 
the zero-knowledge proof of the Discrete Logarithm (Chaum et al. 1988). In this, a Trusted 
Centre chooses a large prime p, a generator g, a large prime factor q of p-1, and computes 
a= gp-llq(mod p) . It publishes p, q, a, a security parameter t < log2 q, and the parameters of 

a pseudo-random function f · Z x Z x Z ~ 

The Schnorr proof of knowledge of the discrete logarithm of P = a p has three 
interactive steps. In the first step, the Prover selects a random exponent r E Z and sends 

to the Verifier. In the second step, the Verifier responds with the random query 

In the third step, the Prover sends to the Verifier. Then the 

Verifier checks that , and accepts if it is valid. A fraudulent Prover, who 
does not know S may try to cheat, i.e. get the Verifier to accept by guessing the query and 

* Key dependent hash functions. 

* 
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finding an appropriate answer. The probability with which the Verifier will accept is called 
the cheating probability. The cheating probability for this proof is 2·t (Schnorr 1991). 

For our implementation we replace the generator g in the modified MTI protocol by 
a = gp-llq mod p and take all exponents in Zq (including the secret keys). For a proof of 

simultaneous knowledge the discrete logarithms of PA = a8•(modp)and XA = aR•(modp), 

entity A selects a random exponent r E Zq and sends x = a'(modp) to entity B. B replies 

with two random queries e',e E{0, ... ,2H} . Then, A sends B: y = r- eSA -eRAmodq). The 

verification is x = ar .I'; X~ (modp). 

To get a MAC we apply the technique proposed by Fiat-Shamir 1987, for obtaining 
digital signatures based on zero-knowledge proofs. This uses a random function f The 
signature of a message m based on the proof of the discrete logarithm of P = a8 (mod p) 

described above, consists of a pair (y,e) such that e is a prefix of Jrm,x), where 
x = aY P'(modp). For our modification, we use a pseudo-random function h •• with key the 

Diffie-Hellman key kA8 shared by the entities A, B. The MAC which authenticates XA to 

entity B is MACk •• ;s •. R. (XA) = (y, e, e). for which ee' is a prefix of h •• (XA,x). 

The strength of this type of authentication is that it is essentially zero-knowledge: the 
knowledge which leaks is limited to the scope of the MAC (Sakurai-Itoh 1993). The security 
of the proposed protocol is based on the following observations: 

• If the entities A and A use a zero-knowledge proof of knowledge of the secret keys 
SA,SB and the random exponents RA,RB respectively, and if the adversary can compute 

the session key KAB with non-negligible probability of success, then the Diffie-Hellman 
problem is easy (the proof is similar to that for the Yacobi 1991 protocol in Desmedt­
Burmester 1993). 

• Iff is a random function and if the MAC can be forged with an adaptive chosen message 
attack then the Diffie-Hellman problem is easy (the proof is similar to that for signatures 
in Fiat-Shamir 1987). 

In our modified MTI protocol, f is a pseudo-random function. The proof that the second 
observation remains true when f is replaces by a pseudo-random function is based on the 
following argument: if an adversary E can forge a MAC when f is pseudo-random, but not 
when f is random, then E can distinguish pseudo-random functions form random function. 
This is impossible if E has bounded resources. 

Suitable pseudo-random functions for our implementation can be obtained by using the 
construction proposed by Bellare-Rogaway 1994. This uses the Data Encryption Standard 
(DES) in Cipher-Block-Chaining mode and a suitable hash function such as the MD5. 
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7 CONCLUDING REMARKS 

In this paper we have considered two security models for key agreement systems. The 
first one uses probabilistic encryption which makes it impossible for an adversary to 
distinguish a session key from a random key. With this model a Trusted Centre is needed to 
select the secret keys for each pair of entities. The second model is based on zero-knowledge. 
For this model we propose a variant of the Diffie-Hellman key agreement protocol. The main 
advantages of this protocol are that the Trusted Centre may be offline, and its role is reduced 
to selecting the parameters and managing the system. The users select their own secret keys 
and the protocol is efficient, and as secure as the Diffie-Hellman key exchange. 
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