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                                 Abstract
This chapter provides an overview and some important considerations to be made when making optical and stereophotogrammetry measurements on structures for dynamic applications. In particular, the chapter focuses on leveraging those measurements to perform digital image correlation (DIC) to extract dynamic parameters (e.g., strain, deflection, operating shapes, and mode shapes). Structural dynamic testing and analysis in the context of performing optical measurements is described. Information on optical high rate testing is also presented along with lessons learned and best practices.
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                                        1 Introduction and Relation to Prior Related Work on DIC and Point Tracking
Photogrammetry is a method of identifying geometry, displacement, and deformation of objects using photographs or digital images. This non-contacting measurement approach was initially used aerially in order to create maps. The fundamental approach in photogrammetry involves correlating an object’s dimensions to its dimensions within a photograph (see Fig. 1). With advances in digital cameras and computing systems, the accuracy of the photogrammetry technique has improved significantly. These advances have allowed engineers and scientists to use close-range photogrammetry for laboratory measurements with a very high degree of precision. Recently, photogrammetry has received particular attention due to its nonintrusive, noncontact measurement capabilities and its robustness for in situ measurements. This technique provides accurate full-field geometrical measurement results as well as graphically meaningful images and videos of structural shape, motion, deformation, and strain.
Fig. 1
The fundamentals of photogrammetry showing how the sensor size and pixel size can be correlated to the field of view (FOV) and object sample size, respectively


Full size image

The background of the photogrammetry technique goes back to Leonardo da Vinci who studied the perspective concept [15]. A single camera can measure the displacement of objects in a two-dimensional (2D) planar motion. However, three-dimensional (3D) measurements are performed using stereo or multiple cameras. In the 1900s, Pulfrich and Fourcade were among the pioneers who studied the analytical aspects of the stereovision for 3D measurement [15]. A triangulation technique using a ray-tracing process is used to determine the coordinates of the features in the test structure (see Fig. 2). In the 1980s, Peters and Ranson developed a technique to use the photogrammetry technique to measure the deformations of objects. They proposed an approach to measure the 2D deformation of a structure by measuring the displacement of points on the surface of a structure [52]. This new technique was later expanded to measure full-field strain on structures and was called digital image correlation (DIC) [38]. Using this technique, a single camera can measure the displacement of objects in a 2D plane. The DIC approach has been widely used in solid mechanics to measure semi-static deformations. With current advances in camera technology, cameras are able to record high-speed phenomena. Thus, researchers have started to use this technology to measure vibrations and transient phenomena in structures [7].
Fig. 2
A schematic of the stereophotogrammetry technique showing the two cameras and how the location of a point is identified using stereo-triangulation [27]


Full size image

1.1 Photogrammetry Techniques
Point-tracking, DIC, and target-less approaches are three common photogrammetry techniques used in structural dynamics.
1.1.1 Point Tracking
The point tracking technique uses cameras to identify discrete points mounted to a structure. For this method, a series of optical targets (usually high contrast circular points) are mounted to the structure. Depending on the type of target finding algorithms, software programs may suggest using a specific type of target for optimal measurement. For circular optical targets, the centers of the targets are found using an ellipse finding algorithm, and the coordinates of the points in space are identified using a triangulation technique. 3D point tracking (3DPT) determines the displacements of the targets by tracking the optical targets at different time stages and comparing the coordinates to the reference stage (usually the first stage). Therefore, only the displacement of the targets at a handful of points can be measured by using the 3DPT method (see Fig. 3). The size of these optical targets is usually greater than eight pixels as a rule of thumb.
Fig. 3
An image showing optical targets mounted to a single wind turbine blade; the optical targets are identified by using a point tracking technique [16]


Full size image

1.1.2 Digital Image Correlation (DIC)
DIC is another technique for image-based optical measurement. This technique works based on detecting gray-scale variations of a contiguous pattern. A high-contrast speckle pattern with dot sizes of 3–7 pixels is applied to the surface of the structure (the speckle size can be made much bigger for modal testing when global mode shapes of the structure are desirable and local deformations are not of interest); for more information interested readers are referred to the “iDIC Good Practice Guide” [28]. After surface preparation, a series of pictures is recorded from the object under deformation. In every digital picture, a specific gray-level is assigned to each pixel. Tracking a single pixel in several digital photographs recorded during the deformation is impossible because many pixels might have a similar gray-level. However, a neighborhood of pixels (i.e., subset or facet) can create a unique light intensity variation that can be used to track a point on the surface of a structure. The red rectangles in Fig. 4a show the location of the subsets. To be effective, a subset must contain several gray-level variations and its length and width is usually five times larger than speckle size (15–25 pixels for speckle size of 3–5 pixels). The distance between these facets is called step size. The step is usually selected as 3/4 of the subset size but can have a wide range of values. DIC achieves spatially distributed measurement by creating an array of overlapping (or nonoverlapping) subsets over the total area of interest and correlating each subset to the subset in the undeformed structure. In the photo taken from the deformed model, a subset with the highest values of similarity to the reference subset is set as the new deformed subset (see Fig. 4b, c).
Fig. 4
(a) An image showing overlapping subsets (facets) and the subset size; (b) and (c) images showing how DIC tracks the subsets after deformation; (d) a photo showing the patterned area of a wind turbine blade; with the computed strain of the blade overlaid on the patterned blade surface


Full size image

Correlating the deformed subset to the undeformed subset can be performed using mathematical correlation functions. Equation 1 shows a sample 2D correlation function used to identify the possible matches of subsets in the deformed photos to a reference subset in the original photos using least square minimization [90].
$$ C\left(x,y,u,v\right)=\sum \limits_{i,j=-n/2}^{n/2}{\left(I\left(x+i,y+j\right)-{I}^{\ast}\left(x+u+i,y+v+j\right)\right)}^2 $$

                    (1)
                

In this equation, C is the correlation function, which is a function of the reference pixel coordinate (x,y) and displacement (u, v). I and I* are related to the image before and after motion, respectively. The differences between pixels in a subset after the motion and before the motion are summed on the entire subset (n = subset size). The minimum value of the correlation function (C) shows that a correct deformed subset has been identified and can be tracked. It should be noted that Eq. 1 is a sample correlation equation and DIC packages might use other correlation functions to identify the optimum correlation values.
To perform a DIC analysis, usually an initial start point is manually defined in the reference image (or images for a stereo system). Afterwards, the remainder of the field of view (FOV) that is visible to both cameras is covered by an array of subsets. After finding the deformed subsets, the displacement of each subset is calculated. The full-field strain can be computed using continuum mechanics equations (strain = ∇Displacement). This calculation is usually performed using triangular meshes and applying linear or spline strain computations. It should be noted that DIC can only identify the strain in the tangential plane of the surface unless volumetric DIC is performed (e.g., Digital Volume Correlation using CAT or MRI scans).
1.1.3 Target-Less Approaches
Computer vision has enabled researchers to identify deformations of an object using features within the object or at the edges of the object. This approach does not need patterning or mounting of optical targets. This is an emerging approach and has been used in structural dynamics. In this approach, edge detection, pattern matching, and blob detection algorithms are used to identify the areas that may be tracked. This technique has been used to measure deformations of a traffic signal structure [9], a cylindrical structure [73], and a solar array mounted to a space station [24] in addition to other applications. It should be noted that the non-target approaches have approximate resolutions of fractions of pixels (e.g., edge detection = 0.5 pixels and circular fiducials = 0.02 pixels) while DIC has been shown to have better resolution (DIC patterns for in-plane measurements = 0.01 pixels) [81, 85].
1.2 DIC Hardware
A photogrammetry system consists of several components (1) camera (s) to record photos, (2) camera tripods, camera bar or stands to hold the cameras in fixed positions, (3) a controller to start the measurement and to synchronize the cameras, and (4) a computer to possibly record and process the data.
Charged coupled device (CCD) digital cameras, CMOS cameras, and infrared cameras have been used to record images. For a 3D measurement, at least two cameras are required. The pair of cameras needs to be held in fixed positions with respect to each other during the measurement. The relative displacement of the cameras during a measurement in laboratory conditions should ideally be less than sub-micron [54]. Thus, strong stands with high stiffness are typically used. When high-magnification lenses are used, vibration isolation is required to prevent image blurring. Synchronizing the cameras can be performed using a control box. Current high-speed cameras are able to synchronize using their built-in control system.
1.3 DIC Software
Currently, many software packages for DIC and point tracking are available. Most of the commercial software programs have been integrated with their associated cameras and are capable of controlling the cameras and calibrating them. They are also equipped with post-processing features such as rigid-body correction, coordinate transformation, and result presentation. Nowadays, 2D DIC versions of software packages are available at no charge. A list of some of the software packages used for photogrammetry along with their capabilities is shown in Table 1.
Table 1 An example of some DIC and point tracking software packages as of 2018aFull size table

1.4 Patterning
For a DIC measurement, a random or nonuniform speckle pattern needs to be applied to the surface of the test object. This pattern should deform with the object during testing without affecting the mechanical integrity of the host structure. Thus, special attention must be paid to choose a flexible pattern for the test cases in which large deformation occurs. The pattern must also be thin enough to prevent adding stiffness or mass to the test object. The paint for the pattern should be matte (flat or non-glossy) in order to prevent reflection; using a reflective background for the pattern would reduce the accuracy of the measurement. It should be noted that using a dark background and white dots or the opposite would lead to similar accuracy level in the results. More information about patterning in DIC can be found in Reu [61, 62] and IDIC [28] and is discussed further in Sect. 16.
1.5 Calibration
A calibration process for the photogrammetric cameras needs to be performed before each measurement series. The objective of the calibration process is to identify the intrinsic (focal length, image center, distortion, skew) and extrinsic (camera pair’s relative position) parameters, and the scale of the units. Prior to calibration, a measurement volume is determined. This volume should be large enough to fit the object before and during motion or deformation. Care should be taken to ensure that the test structure fills as much of the FOV as possible, so that the entire sensor resolution can be effectively used to record the area of interest.
Camera calibration is usually performed using bundle adjustment [84], which is a robust process commonly used in commercial DIC packages. In this calibration process, a series of photos are taken of a pattern or an array of optical targets (fiducials) applied to a rigid calibration object that is placed in different positions/orientations. There is no need for a knowledge of the calibration object, but the distance between the reference points must not change during the calibration. This pattern can include coded targets, uncoded targets, or a combination of each. The optical targets are typically recognized by the two cameras using an ellipse finder algorithm. The location of the targets is identified in the software using a triangulation algorithm. A minimum of two scale bars (measurements between two points in the calibration pattern) is needed to be introduced to the software to finalize the calibration. The calibrating parameters are extracted using a least-square minimization approach. The calibration results from the DIC software packages are usually a residual from the calibration (a comparison between what the extracted points are and what the model shows after minimization) for the measurement volume. The test structure must remain in this measurement volume in order to extract accurate results.
After calibration, a DIC system can stay calibrated as long as the camera’s relative position is unchanged even if both cameras are moved. The parameters that can cause a loss in calibration include: movement of the cameras with respect to each other, zooming or refocusing of the lenses, and changes in temperature. The epipolar line status in calibration can be examined with a correlation check using static photos. In this pretest, a handful of stereo-photos are taken from the test object. An arbitrary point in the first image is selected. The ability of the camera system to locate the corresponding point in the second image of the stereo system shows how accurate the camera calibration is. If this epipolar constraint is violated, the software should give a warning or an error to show that the measurement is not accurate. The noise floor of the measurement also can be monitored using these photos. If all the parameters stay fixed, it has been shown that the system can maintain the calibration for days. It should be noted that when camera calibration can be readily performed, the system should be re-calibrated before each measurement.
Commercial calibration objects for photogrammetry are usually made in the shape of either panels or crosses (see Fig. 5). These objects are able to calibrate FOVs in limited ranges. However, in many experiments, the desired FOV that needs to be calibrated exceeds the size of available calibration objects. Extended calibration and large-area calibration are two approaches to calibrate large fields of view.
Fig. 5
A sample calibration panel (left) and a calibration cross (right)


Full size image

One example of an extended calibration process uses a standard calibration object to calibrate a FOV larger than the calibration object. The normal calibration procedure involves recording a series of photos from the calibration panel in different orientations and at different distances away from the cameras. The extended calibration is performed after performing a normal calibration. A series of extra pictures is taken from the calibration panel placed close to the edges of the larger FOV in order to cover the whole FOV. Taking photos on the edges of the extended FOV helps to accurately identify the distortion of the lenses near the edges and corners of the FOV [2].
Another approach to calibrate large areas uses large area calibration. In this approach, there is no need for a calibration panel or object that is the same scale as the FOV. Instead, a series of coded targets and uncoded targets are mounted to a fixed structure [53]. Several photos are recorded from the targets with the cameras located in different locations and orientations. The final photo is taken when the cameras are fixed in the final position. Some software packages use a DIC speckle pattern for calibration and establish a scale bar between two points. At least two scale bars (the displacement of two targets measured by a tape measure or another device) are introduced to the software. For example, for a measurement on a rotor with large rotations and deformations, distances between two targets along a blade can be assumed to be fixed (in the non-rotating state) and used to calibrate the cameras and monitor the calibration status.
1.6 Measurement and Applications
After the cameras are calibrated, the measurement can be triggered using a control unit. The DIC system can be synchronized with other machines that provide a trigger signal (e.g., a mechanical testing machine or stroboscope). The reference image is usually taken of the undeformed object or at some initial point in time. However, if the undeformed shape of the object is not available, a photograph of the deformed structure might be used as the reference. The other photographs are compared to the reference to extract relative displacement, deformation, or strain.
The photogrammetry system has wide areas of applications including: material testing, finite-element model validation, strain computation, component testing, bioengineering, structural health monitoring, crash analysis, metal forming, and vibration measurement. The applications vary from nanometers in scanning electron microscopes [79] to hundreds of meters as in the case of wind turbines [49].


2 Overview of Modal Testing and Requirements
An important aspect of experimental modal analysis is to derive the modal parameters of the test article (i.e., natural frequencies, damping ratios, and mode shapes) from the measured test data. These parameters are intrinsic properties of the test article and its boundary conditions, and as such they are often of interest for model validation and updating. If an analyst can match natural frequencies and mode shapes between their model and experiment, a good deal of confidence is gained in that model. Additionally, in many situations the damping of a system cannot be computed analytically, so the analyst may rely on experimental estimates of the damping ratio for their model. In addition to model validation, modal parameters derived from experiments can be useful for other situations such as instrumentation placement [33], force reconstruction [10], or experimental substructuring [86].
Modal tests are often designed to approximate a free boundary condition for the part, using soft bungee cords or foam to support the test article. This facilitates easier comparison with an analytical model of the test article, because it is often easier to quantify and model the effect of a few soft springs on the dynamics of the test article than a potentially complicated interface to the ground, which may require tuning bolt stiffness, contact patches, and other parameters.
To perform a traditional modal test, the test article is excited, and the responses to the excitation are measured. Historically, accelerometers mounted to the test article’s surface have been used to measure the responses, although these have the disadvantage of adding mass to the test article that can alter its dynamics. More recently, methods such as laser Doppler vibrometry [17] and 3D DIC or 3D point tracking [27, 45, 88] have enabled noncontact, full-field measurement of the response of the test article. The considerations listed in this chapter will focus on the capabilities and important considerations when modal testing is performed using a DIC approach.
The most common types of excitation used for experimental modal analysis are impact testing using an instrumented hammer or shaker testing using an electrodynamic shaker attached to a force transducer. Alternatively, operational or output-only modal analysis is a testing strategy that attempts to identify modal parameters of the system without a measured excitation force. Here the system may be excited by its natural operating conditions (e.g., a wind turbine being excited by the wind), or a more novel excitation method such as focused or unfocused acoustic pressure and magnetic excitation [29]. For the most accurate results, however, the forces used to excite the structure must be measured by a calibrated force transducer, and that force input should be used to compute the frequency response functions from which the modal parameters can be estimated.
2.1 Frequency Response Function Measurement Considerations
In analytical modal analysis, the natural frequencies and mode shapes can be found from the eigensolution of the general eigenvalue problem formed by the mass and stiffness matrices of the structure. For experimental modal analysis, no such matrices exist a priori. The modal parameters will, therefore, be estimated from the test data.
For experimental modal analysis the frequency response function (FRF) H(ω), which relates the input force spectra F(ω) to the output displacement spectra X(ω) (or velocity or acceleration) at each frequency line ω, is of key importance. For standard modal test hardware and software packages, FRF creation is generally integrated into the software and performed automatically for the test engineer based on specified parameters. However, since DIC is a relatively new technology in structural dynamics testing, FRF computation capabilities may not be included in the software, and the test engineer may need to create FRFs externally. The structural dynamic input-output relation is governed by:
$$ \mathbf{X}\left(\omega \right)=\mathbf{H}\left(\omega \right)\mathbf{F}\left(\omega \right) $$

Through modal substitution, it can be shown that the FRF values depend on the modal parameters of the system,
$$ \mathbf{H}\left(\omega \right)=\sum \limits_{k=1}^{N_{modes}}\frac{{\left\{\Phi \right\}}_k{\left\{\Phi \right\}}_k^T}{\omega_k^2+2i{\zeta}_k{\omega}_k\omega -{\omega}^2}=\sum \limits_{k=1}^{N_{modes}}\frac{{\mathbf{A}}_k}{i\omega -{\lambda}_k}+\frac{{\mathbf{A}}_k^{\ast }}{i\omega -{\lambda}_k^{\ast }} $$

where ωk, ζk, and {Φ}k are the natural frequency, damping ratio, and mass-normalized mode shape vector for the mode k, and λk and Ak are the system poles and residues, respectively. The asterisk operator denotes the complex conjugate. Therefore, if the FRF matrix H is known, modal parameters can be fit to that data using various strategies.
Because we cannot measure the frequency response functions directly, they must be estimated from the time domain data measured by the data acquisition system. For DIC measurements, this is often a displacement time history at each measurement point supplemented with one or more force time histories measuring the excitation applied to the test article. The time domain data is then transformed into frequency domain data via the Fourier Transform, and cross power spectra GXFjk and GFXjk and auto power spectra GFFjj and GXXjj can be computed:
$$ {GXF}_{jk}=\sum \limits_{l=1}^{N_{avg}}{X}_j{F}_k^{\ast}\kern3em {GFX}_{jk}=\sum \limits_{l=1}^{N_{avg}}{F}_j{X}_k^{\ast } $$

$$ {GFF}_{jj}=\sum \limits_{l=1}^{N_{avg}}{F}_j{F}_j^{\ast}\kern3em {GXX}_{jj}=\sum \limits_{l=1}^{N_{avg}}{X}_j{X}_j^{\ast } $$

To reduce the noise in the computed power spectra, several sets of data are typically measured, and the resulting spectra are averaged. This averaging smooths out some of the random errors inherent in any measured signal. The frequency response functions are then computed from the power spectra. Several formulations are available depending on where the noise is expected in the measurement.
	Estimator
	Formulation
	Reduces noise on:

	H1
	\( {H}_{ij}=\frac{GXF_{ij}}{GFF_{jj}} \)
	Outputs/responses

	H2
	\( {H}_{ij}=\frac{GXX_{ii}}{GFX_{ji}} \)
	Inputs/forces





Note that for multiple-input, multiple-output (MIMO) cases, GFX, and GFF will be matrices that will need to be inverted. This limits the H2 estimator because it requires that GFX be square, meaning the number of inputs must equal the number of outputs. Many other FRF estimators exist in the literature, for example, the HV [41], Hc [42], and Hs [89] estimators, and each have their own strengths and weaknesses.
2.2 Fourier Transformation and Leakage Considerations
The signals measured with DIC or other data acquisition systems will be discretely sampled and have finite length. These signals are then transformed into the frequency domain via a discrete Fourier transform (DFT). Due to the nature of the DFT, the measured signals must either be fully contained within the measurement window (i.e., go to zero at the beginning and end of the measurement frame) or consist of only signals that are periodic in the measurement frame length.
If the signal is not periodic or the transient is not completely captured within the measurement time frame, a bias error commonly referred to as leakage may occur, resulting in the frequency content of a particular sinusoid being smeared across many frequency bins in the DFT. Figures 6 and 7 show two examples of this phenomenon. Note that the frequency resolution in this example is quite low which exacerbates the effects of leakage; this was done to more clearly illustrate the effects. Effects of leakage may not be as severe in a typical application.
Fig. 6
Signal made from unit-amplitude sine waves at 30, 80, and 110 Hz with random phases. The signal is periodic in the measurement frame, and no leakage occurs


Full size image

Fig. 7
Signal made from unit-amplitude sine waves at 28.1, 86.9, and 112.5 Hz with random phases. The signal is not periodic in the measurement frame, and significant leakage is seen in the frequency domain spectra


Full size image

Leakage can generally be reduced by increasing the frequency resolution of the FFT (which effectively lengthens the measurement frame), and may also be improved with averaging. However, with DIC measurements, the camera memory may be limited; thus simply measuring for a longer duration may not be an option. One common method to reduce the effects of leakage (but not eliminate it entirely) is to apply a window or weighting function to the time data before computing spectra. This can improve the spectra quality; however, we note that applying a window does affect the results. The window function should be viewed as a last resort when other methods to reduce leakage such as increasing the frequency resolution, averaging, or applying a more periodic excitation are not feasible. A common window for random vibration testing is the Hann or Hanning window. Figure 8 shows the results of applying a Hann window (red curve) to the time signal, and the resulting improvement in the estimation of the amplitudes of the sine waves.
Fig. 8
Signal from Fig. 7 with Hann window applied. The Hann window forces the signal to zero at the start and end of the measurement frame, so that it can be repeated without discontinuity. The estimates of the sine wave amplitudes are significantly improved, but the estimated frequency of each of the sine waves become less precise


Full size image

When to use a window is sometimes obvious, for example, when shaker-testing using pure random signal, as there is no guarantee that the signal will be periodic within the measurement frame. Other times, for example when impact testing, it may not be obvious if the response to the impact will decay within the measurement frame. Previewing the data is then advantageous to ensure that the transient is entirely contained in the measurement frame. However, DIC does not provide a practical way to preview the data to iterate on measurement parameters such as exponential window properties or frame length due to the time required to download images from the camera and then process them into time histories. We suggest supplementing the DIC measurement with another measurement technique, an accelerometer or single point laser Doppler vibrometer, from which data can be compared and evaluated more quickly.
2.3 Curve Fitting Considerations
With the FRFs created, modal parameters can be estimated and fit to the data. There are a number of different strategies and algorithms used (for more detail, interested readers are encouraged to refer to Chap. 12 of the SEM Handbook of Experimental Structural Dynamics titled “Experimental Modal Parameter Estimation”). When fitting modes to the data, it is important to understand what data the mode fitting software is expecting. For example, because of the popularity of accelerometers for measuring modal response, many software packages expect Receptance or Accelerance FRFs which relate the acceleration at response points to forces at the inputs. Because the output from DIC measurements is not acceleration but displacement, the data may need to be converted to acceleration frequency response functions if required by the curve fitting software. This differentiation can easily be performed in the frequency domain simply by multiplying all displacement FRFs by −ω2 at each frequency line, where ω is the angular frequency (in radians per second) of that frequency line.
An additional consideration to make when curve fitting DIC data is that in general many more degrees of freedom (DoF) (or data points) are measured during a DIC test than during a standard modal test using accelerometers. Software packages used to analyze standard modal test data seldom need to handle more than a few hundred degrees of freedom, while high-resolution DIC may measure 1000 points or more during a given test. Code that runs sufficiently fast for standard testing conditions may not be optimized for the large volume of data supplied by DIC, so analysis time may suffer, especially if any iteration on the curve fitter settings is necessary. The DIC data may need to be decimated or spatially averaged and down sampled to a manageable size to improve turnaround time in this case.


3 The Distinction Between Operating Shapes and Mode Shapes
In modal analysis, the common parameters of interest include natural frequencies, damping ratios, and mode shapes. The mode shapes are very valuable because they form a “basis” for the deflections that the part undergoes and can be visualized and animated to create an intuitive picture of how the structure vibrates. Closely related, but not the same, are operating deflection shapes, often called “operating shapes” or “deflection shapes.” These shapes are more general in that they are any shape that a structure may take as it vibrates during an arbitrary excitation (e.g., single frequency, multiple frequencies, or broadband). Operating shapes are often formed from a row or column of the FRF matrix corresponding to a given frequency line, and are often animated by applying the magnitude and phase of the FRF to a deflection of the corresponding node in a display model.
Confusion often arises between the two terms because operating shapes can appear very similar to mode shapes, especially at frequency lines in the vicinity of a mode if the modes are well-spaced in frequency. This often occurs when performing a rudimentary form of curve-fitting called peak-picking, where the analyst estimates the natural frequency and mode shape from an FRF at a single frequency line that is a local maximum in the FRF curve. Though the shape values extracted from the FRFs may approximate a mode shape if the modes are spaced appropriately, the shape at any given frequency line is actually a summation of many mode shapes (though it is possible that a single mode dominates the summation).
We illustrate this point with an example. A free mass-spring system with four degrees of freedom has natural frequencies, damping ratios, and mass-normalized mode shapes shown in Tables 2 and 3. Figure 9 shows the FRFs of this system from an input at DoF 4. From Fig. 9 it can be seen that the two modes are closely spaced and the third is fairly far from the other two. Drawn on the figure are each mode’s contribution to the FRFs. Table 4 compares the actual values of the mode shapes used to create the FRFs in Fig. 9 to the deflection shape constructed from the imaginary part of the FRFs at the peak. These values have been normalized to unit length.

Table 2 Natural frequencies and damping ratios for the example problemFull size table

Table 3 Mass-normalized mode shapes for the example problemFull size table

Fig. 9
FRF of acceleration with respect to force showing three modes with each mode’s contribution to the FRF superposed on the figure


Full size image

Table 4 Mode shapes versus peak-picked deflection shapes normalized to unit lengthFull size table

Notice that the deflection shape near the peak corresponding to Mode 3 is actually a very good approximation for the mode shape. This is because Mode 3 is sufficiently far away from other modes so that the contributions from those modes are several orders of magnitude lower than the contributions from Mode 3. Similarly, it can be seen that the operating deflection shapes from the closely spaced modes do not approximate the mode shapes as well because the tails of neighboring modes are still a significant fraction of the peak of the mode of interest. Note that for all three modes, the deflection shapes would not be scaled properly, and therefore would not be able to be used in computations such as substructuring or modal effective mass; however, they may still be adequate for providing a qualitative understanding of the mode shapes.


4 DIC Measurement Resolution in Relation to Structural Dynamic Testing/Modal Analysis
Prior to embarking on a measurement campaign or test using DIC or point tracking for modal analysis or structural dynamic testing, it is important to consider the measurement resolution of the sensors being used. As with any sensor, the minimum measurable quantity is limited by the physics of the sensing element and the associated external influences that contribute to additive noise. For a given set of cameras, one of the most important considerations that influences the resolution of the measurement is the FOV. As the FOV increases, the measurement resolution will decrease proportionally. Likewise, DIC is a displacement measurement and a practitioner needs to be careful that the minimum structural motion of interest is sufficiently large to obtain a useful measurement. This topic is discussed in detail in Sects. 5 and 6. Lastly, there are many factors that influence and contribute to noise in the measurement (e.g., calibration, atmospheric turbulence, lighting and glare, patterning, post-processing choices). Many factors that influence noise are presented in Sect. 10.


5 DIC Measurement Range in the Context of Structural Motion and Frequency
For typical structural dynamic measurement, accelerometers are used to measure acceleration and laser vibrometers are used to measure velocity. However, for DIC or point tracking measurements made in conjunction with stereo-photogrammetry, the measurand is displacement. This presents some benefits as well as challenges in order to extract a useful measurement. The most common structural dynamic measurement that most engineers are familiar with utilize accelerometers and the harmonic acceleration, velocity, and displacement can be respectively expressed as:
$$ a(t)={Ae}^{i\omega t} \vspace*{-6pt}$$

$$ v(t)=\frac{1}{i\omega}{Ae}^{i\omega t} \vspace*{-6pt}$$

$$ x(t)=\frac{-1}{\omega^2}{Ae}^{i\omega t} $$

where A, ω, and t represent the acceleration amplitude, angular frequency, and the time, respectively. Compared to the acceleration amplitude, the displacement amplitude is decreased to the second power as the frequency is increased. This effect results in DIC being less effective for measuring a structure’s vibration at higher frequencies because the motion of the structure may fall below the noise floor of the measurement. Conversely, as the frequency is reduced (e.g., <∼50 Hz) accelerometer measurements can have diminished sensitivity and laser vibrometers are poor at measuring low-frequency vibration especially when the amplitude of vibration is very large (e.g., > a few centimeters). Therefore, for structural dynamic measurement compared to other measurement approaches, DIC performs best in applications when the operating frequencies are relatively low, and the displacements are large. However, the useful frequency range is very much dependent on the size of the FOV, the camera resolution (i.e., pixel count), and the camera sample rate. As the FOV decreases, the DIC measurement resolution will improve extending the measurable frequency range.


6 Analysis in the Temporal Versus Frequency Domains
The smallest time-domain displacement that a DIC system can resolve is approximately 0.01 pixels [81] at the detector, meaning the smallest physical displacement measurable is dependent on the FOV and the camera resolution. Given the typically low level of vibration used when modal testing (especially at high frequencies), it may seem that DIC measurement techniques may not be adequate to capture the corresponding responses. However, preliminary results indicate that processing results in the frequency domain reveal that inherent measurement noise is reduced compared to time domain processing of data. This is likely due to the displacement noise being spread over multiple frequency bins, but the reason is still under investigation by the research community.
Figure 10 shows an example measurement taken where due to the FOV of the cameras, 0.01 pixels corresponds to approximately 2 μm of out-of-plane displacement [68]. However, it can be seen that the frequency domain noise floor is significantly lower than the time-domain noise floor (approximately 10 nm) and modes of the system are still visible in this spectrum.

Fig. 10
Example test data showing the typical noise floor for a time-domain DIC measurement, as well as acquired data displayed in the frequency domain [68]. Note the extremely low strain noise floor. 0.02 με
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7 Identifying the Number of Images Needed
The determination of the number of images/samples needed for a particular modal measurement is a function of the measurement bandwidth and number of frequency lines required, as well as the number of averages required to reduce the noise in the measured data. For DIC, there can be a great deal of overhead involved in processing the images recorded in a test, and the memory of the camera may be limited to a certain number of images (see Fig. 30 in Sect. 16). Therefore, it is often important to optimize the test to minimize the number of images required while still achieving good data.
7.1 Sampling Theory Relationships
Sampling theory defines a number of relationships between time-domain parameters of the measurements such as sample time T, sampling frequency fsample, time between samples Δt, and number of samples N, and frequency domain parameters such as maximum frequency Fmax of interest, frequency bin spacing Δf:
$$ {f}_{sample}=\frac{1}{\Delta t}=2\times {F}_{max}\kern3em T=\frac{1}{\Delta f}\vspace*{-8pt} $$

$$ {f}_{sample}=\frac{N}{T}=N\Delta f $$

We note that many data acquisition systems sample at a rate higher than 2 × Fmax in order to provide additional bandwidth for anti-aliasing filters to help reduce the contamination caused by higher frequency content. For DIC, it may be advantageous to sample at a higher rate as well: though DIC generally does not have anti-aliasing filters, displacement magnitudes do tend to decrease naturally as the frequency increases [11], and this extra bandwidth may allow any aliased frequency content to negligibly influence the true spectrum. If the signal is adequately oversampled, it may be possible to use a digital anti-aliasing filter, though oversampling will result in more images to download and process. It is therefore better to control the input such that there is no frequency content above the bandwidth of interest (see Sect. 8.2 for additional details).
7.2 Selecting Proper Sampling Parameters
Selecting the sampling parameters of the system may be an iterative process. For example, the damping of a lightly damped system might drive the measurement time required to capture the entire transient response to an impact excitation, but the damping will generally not be known a priori, so the initial measurement may not be long enough. Due to the processing overhead associated with DIC measurements, it may be advantageous to set up the sampling parameters using another measurement technique such as an accelerometer or single point laser Doppler vibrometer. This can also help the user prevent aliasing. Shortening the time spent on each iteration will allow the test engineer to more rapidly identify the appropriate sampling parameters.
Many different properties of the test may determine what sampling parameters should be used. Damping is perhaps the property of a test article that is least understood, but it is often the most critical for setting up sampling parameters. If a mode is lightly damped, the corresponding peak in an FRF will be very sharp, and it may require closely spaced frequency bins to adequately resolve the peak (Δf will be small). The equations in Sect. 7.1 indicate that the measurement time T will grow large, and if a certain bandwidth is required for the test, the number of samples N will correspondingly grow large.
Similarly, in the time domain, especially for impact testing, the damping directly affects the time it takes for the responses of the part to decay. If the decay time is long, the test engineer may increase the testing time T, and for a given frequency bandwidth this will involve increasing the number of samples N. Alternatively, the test engineer may utilize a window function (e.g., exponential window) to help damp out the response by the end of the measurement.
Another test parameter that can significantly influence the number of images required is the number of averages. Averaging is utilized when constructing FRFs from time domain data. By averaging data, noise is reduced in the measured transfer functions at the expense of longer testing times and more samples. Because of the overhead involved with processing DIC measurements, it is advantageous to utilize an excitation technique that does not require a large number of averages.
7.3 Dealing with Long Sampling Requirements
While high-speed cameras record very quickly to their internal memory, transfer off of the camera to a computer for processing can take a significant amount of time. This can create a severe testing bottleneck if long-running tests are recorded. For a traditional modal test, the continuity of the test is often not a significant concern, and while tedious, pausing the testing every handful of averages to download the camera memory onto an external data storage and processing system will not prevent a successful test. However, one must use care to maintain the boundary conditions of the test, which are more likely to change over a long-running test. For example, bungee cords that support the part in a free-free boundary condition may sag (due to stress relaxation), and this sagging may cross-load a shaker stinger causing a stiffening effect that can cause natural frequencies to shift significantly; inconsistent data such as this can impede curve fitting efforts.
A more significant concern arises for more general structural dynamics and vibration testing, perhaps on a shaker table, where the environment is to be a specific spectrum profile for a specific amount of time. A test like this might need to run to completion in order to satisfy some requirement, for example a fatigue life test may run until a component fails, and this leaves no time to download data off of the camera. The utility of DIC for this type of measurement may need to be evaluated on a case-by-case basis.
If the excitation profile is stationary over the period of the test, one or more DIC measurements taken during the test might be considered representative of the response to the applied excitation. If the excitation is transient, the DIC system may not be able to record all of the various portions of the test. The test engineer may need to pick which portions are measured, for example, if one portion of the excitation profile is expected to be more damaging to the component under test.


8 Sources of Measurement Error and Best Practices
8.1 Modes of the Stereo System Hardware and iIts Measurement Effect
All mechanical structures that have stiffness, mass, and finite boundary conditions, when excited will have standing waves that are referred to as modes of the system. The specific modes (e.g., bending, in-plane, torsional) are dependent on the unique structural geometry and the boundary conditions. One of the fundamental assumptions for DIC testing is that once a camera pair is calibrated, the cameras’ relative position should not change. For DIC testing, the cameras are typically placed on an aluminum or steel camera bar that can exhibit modal vibration influencing the measurement. Several things should be considered by the practitioner: (1) although the rigid body motion of the camera bar can be compensated for during post-processing, it is generally best to keep them fixed in space and eliminate all vibration that is transmitted to the camera bar mounts or to the tripods supporting the camera pair; (2) the tester needs to be aware of the vibrational modes of the camera bar and avoid structural modes that coincide with the external excitation through the flanking path from the excitation source. A list of natural frequencies and mode shapes of common structures can be found in [13]; (3) for some cameras, a cooling fan is located within the camera and the cameras themselves can be the source of mechanical excitation. If possible, the camera bar should be designed such that the modes of the camera bar or tripod are not coincident with the blade passage frequency of the fan and its harmonics. If possible, the camera cooling fans need to be off during the measurement and if the practitioner is concerned about self-excitation, a measurement can be made on a stationary object to help quantify the measurement errors.
8.2 Aliasing
8.2.1 Description of Temporal Aliasing for Image Processing
When conventional data acquisition is performed using typical sampling hardware (e.g., A/D converters), anti-aliasing filters are applied to the input signal to eliminate aliasing (see Sect. 7.1). The filters eliminate frequency content past the Nyquist frequency and therefore the sample rate is typically 2.56 times the desired bandwidth for many data acquisition systems. The anti-aliasing filters reduce the amplitude of the higher frequency content and prevent the influence of higher frequency signals to fold about the Nyquist frequency into the lower frequency spectrum. Unfortunately, when most cameras sample data, there is no simple way to filter out structural motion that has frequency content above the Nyquist frequency (half the sample rate). For image processing, no robust anti-aliasing filters currently exist. However, as described in Sect. 5, as the frequency of a structure’s motion increases, the displacements will decrease. Therefore, in practice the higher frequency displacements are measured by the camera but their relative magnitude is typically negligible. As a rule of thumb, the sample rate of the cameras should be at a minimum higher than the twice the highest frequency of interest (bandwidth) and any displacements occurring past half the camera sample rate should be very small or below the noise floor of the DIC system. A single point laser vibrometer or accelerometer can be used in this case to ensure there is negligible motion above the Nyquist frequency of the cameras.
8.2.2 Mitigating Aliasing with a Single Point Measurement
To identify if aliasing is present in the optical measurements, the following approach can be taken. A single point laser Doppler vibrometer or accelerometer sampling at a higher frequency will help the test engineer determine if there is any frequency content in the optically sampled images above the bandwidth of interest that may alias and contaminate the data.
8.3 Artificial Aliasing to Enhance Measurement
Digital camera technology has gone through rapid advancement in the last three decades and has been built on a ∼ hundred years of film camera motion picture evolution. Some of the lessons learned from prior generations can be adapted to DIC measurement to enhance structural dynamic measurement and are now discussed.
8.3.1 Stroboscope Lights and High-Speed Measurements
Dynamic motion events (rigid body or structural dynamic) have the potential to have blurred images and may require cameras to be triggered in correspondence with the motion at a frame rate that is less than the frequency of operation. A short shutter time does not allow enough light to be recorded by the camera’s pixel array under normal lighting conditions. A stroboscope solves both the problems of needing a sufficient amount of light in a short shutter time because a quick and bright flash will both illuminate the object over a brief moment in time preventing motion blur. A stroboscope can be used for events which require maximum illumination with the shortest shutter time since the flash duration of a strobe is often less than the smallest possible shutter time of a camera. Cameras can be triggered from the stroboscope external pulse signal, off of a voltage signal from a variety of sensors, or from a function generator if the precise frequency of a cyclic event is known.
Strobe lights require less power to illuminate a test object compared to typical lights. For example, a 2 kW generator can provide the power for LED strobe lights to illuminate a 2.5 MW utility-scale wind turbine [49]. These lights can be synchronized with the camera shutter trigger mechanism so that they only work for short intervals of time. In general, if at all possible, strobe times should be longer than the exposure time (e.g., ∼twice the shutter time duration). Other benefit of using a strobe light is a saving in energy consumption because of the discontinuous power output and the reduced heating of the test specimen as opposed to continuously illuminated lighting. More discussion of strobe lighting for high-speed applications can be found in Sects. 16.9 and 16.10.
As an example, a bench test was designed to determine if measurements could be made on a rotating blade using the DIC approach [26]. The test object used was a variable speed commercially available desk fan with three blades. A speckle pattern was applied to the surfaces of the blades and the hub, and a Tenma 72-7601 stroboscope was used. The cameras and the stroboscope were simultaneously triggered by a pulse from a function generator. The setup is shown in Fig. 11. The stroboscope allows for an intense flash of light which is less than that of the minimum shutter time of the cameras and had a flash duration of approximately 60 microseconds. The desk fan was rotated at a speed of 18 Hz (1080 RPM). The fastest possible camera speed is 12 fps. In order to record the shape of the fan at all rotation angles, the stroboscope and cameras were triggered at a rate of 8.96 Hz. This translates to one image taken every 363.25 degrees of actual fan rotation.
Fig. 11
Experimental setup showing the use of DIC and a stroboscope for measuring the shape of a rotating fan [26]


Full size image

From the captured images (an example is shown in Fig. 12a), a rendering of the fan’s surface at one point in time can be created (see Fig. 12b). Three complete rotations of the fan blades were captured where approximately 40 image pairs were taken of each rotation. Surface displacements were calculated by subtracting the measured surface shape of the fan in a static condition from the measurements of the fan made while the blades were rotating. The measurements can be de-rotated allowing them to be displayed in a rotating coordinate system. One point on each blade was chosen to demonstrate the cyclic displacements of the fan blades. Displacement in the out-of-plane direction at the chosen point locations are plotted as a function of the angle of the fan for approximately three full cycles of the fan (see Fig. 13). These plots show that the fan had a rigid body displacement of approximately 3.5 mm during operation as compared to its initial position. Moreover, the results indicate that two of the points are moving approximately in phase with each other while the third point is moving essentially out of phase.
Fig. 12
(a) One of the images captured by DIC using the stroboscope technique to capture the position of the rotating fan blades; (b) rendering of the fan blades using the data captured while the blades were rotating with the location of three points whose displacements were plotted as a function of rotation angle [26]
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Fig. 13
Measured displacements of the points shown in Fig. 12b as a function of rotation angle [26]
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8.3.2 Phase Stepping
Generally speaking, aliasing should be avoided for dynamic measurements. However, when a structure is moving in a periodic manner, aliasing can be exploited to enable the use of low-speed cameras to measure the motion of a structure whose operating frequency exceeds the sample rate of the cameras. The term “phase-stepping” refers to a measurement in which the time period of the camera shutter opening (or image sample) is an integer number of periods of the periodic structural vibration plus a small additional time duration. For each image sample the time duration between image samples is increased a slight amount or phase-stepped so that the cameras record the motion of the structure throughout its periodic oscillation. An example of a phase-stepped measurement to capture a high-speed cyclic event with a low-speed camera is shown in Fig. 14.
Fig. 14
Example of how low-frequency measurements can be made to capture a high-frequency periodic structural motion
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As an example, a test was conducted on a base-upright structure in which forced normal mode testing was conducted to drive the structure at resonance (26 Hz) [88]. Shakers were mounted near the base of the upright, as shown in Fig. 15. The camera pair then captured a series of images throughout several cycles using a phase-stepping approach. Figure 15 shows an example of the motion captured at the 8 measurement points for the 26 Hz structural mode using 3D point-tracking measurements with the cameras sampling at ∼11 fps. Note that each signal is in-phase, which is to be expected when measuring what is essentially the first bending mode of the structure. The three points along the top of the upright are moving at roughly the same amplitude while those along the midline are moving in phase with approximately half the amplitude as the top points. Likewise, the bottom measurement points display very little motion since they are located near the root of the upright portion of the structure.
Fig. 15
Base-upright structure with shaker orientation and measurement points (left) and sample output of point-tracking obtained using phase-stepping (right) [88]
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8.4 Lighting Requirements, Shutter Time, and Lens Adjustment
8.4.1 Lens Adjustment
Camera lenses need to be adjusted before every measurement in order to provide a proper focal length, focus, aperture, and shutter speed. The focal length is the distance between the optical center and image sensor (see Fig. 1). The focal length can determine the dimensions of the FOV (b) by using the equation below.
$$ b=s\frac{d}{f} $$

                    (2)
                

In this equation, s, f, and d represent the sensor size, the focal length, and the distance between the camera and the object, respectively (see Fig. 1). Longer focal length lenses (e.g., telephoto lenses) provide an equivalent FOV at greater standoff than a shorter focal length lens. When using these lenses, special attention must be paid to the camera fixtures because any camera movement is greatly magnified. On the other hand, for some measurements, there might be a space limitation, and the cameras must be installed close to the object (e.g., measurement inside a wind tunnel). For these measurements, short focal length lenses (e.g., 10 or 12 mm lenses) can be used to provide a wider FOV. However, using very short focal length lenses (wide angle lenses) can significantly increase distortions in the images particularly when the sample has large translations in the images. Fixed focal length lenses are more common in photogrammetry than zoom lenses because they create fewer optical distortions in the photos.
The depth of field of photographs is critical when large rigid body motions occur. The depth of field is affected by three parameters: (1) focal length – the shorter the focal length, the deeper depth of field; (2) distance from the object to the camera – the closer to the camera, the shallower depth of field; and (3) aperture – the smaller the aperture (f/stop), the deeper depth of field you will have.
The relationship between the aperture size, shutter speed, and depth of field is graphically shown in Fig. 16. The aperture specifies the amount of light that is transmitted to the sensor. A wider aperture allows more light to enter the camera box and sensor; thus, it would need a shorter shutter time. However, using a wide aperture would also create a shallow depth of field. On the other hand, when a smaller aperture (a large f-stop) is used, a longer shutter time or more light is needed to allow enough light to transmit to the sensor. This setup creates a deeper depth of field. Selecting a proper aperture size depends on the lighting condition in the test space, the required shutter speed, and the distance that the object is moving away or toward the cameras. When measuring large rigid body motions, a higher f-stop (a smaller opening of the lens) allows one to track the object while the subject is still in focus; however, extra illumination might be necessary.
Fig. 16
Effects of aperture on the FOV; smaller aperture size can increase the depth of field
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It should also be noted that when the aperture is wide open, the cameras are very sensitive to focus. Thus, one should focus the cameras when the aperture is wide open. Afterwards, the aperture can be closed to the desired aperture size.
8.4.2 Blurring
In dynamic conditions, moving objects may create blurring effects (see Fig. 17). In other words, the shutter time sometimes is not negligible with respect to the velocity of the targets. The shutter time must be fast enough to prevent image smearing. When an object has a velocity of v (mm/s) and the movement is recorded using a lens with an image magnification of k (pixel/mm), the displacement during the exposure time of t is calculated as:
$$ w(pixel)=k.v.t \vspace*{-8pt}$$

                    (3)
                

Fig. 17
(a) An image showing a pattern that has no blurring, (b) the same photo when it contains blurring because of horizontal movement, (c) a photograph showing that the photogrammetry software cannot identify some optical targets due to high blur of the targets near the tip of the blades [8]
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As an example, for an object with an in-plane velocity of 10 m/s, which can be seen in rotating structures, and the exposure time of 8 microseconds, and image magnification of 7 pixel/mm, the displacement during the exposure is 0.48 pixel of motion during the image capture. This corresponds to a very large motion that creates blurry photos. The displacement during exposure time value should ideally be very small to create focused photos. It is important to note that for point tracking, ellipse finding algorithms can still find the center of the moving circular optical targets with reasonable accuracy even when the images are slightly blurry. It should be noted that the blurring is more critical for dot targets than speckle patterns. Also, change in the blur is more critical than the absolute blur value. More discussion about blurring is found in Sects. 10.1 and 16.
8.4.3 Lighting
Uniform illumination of the test object is a crucial part of generating high-quality, high-contrast photographs with minimum noise. Lighting might be required because of the high frame rates used for vibration measurements and the small apertures used for increased depth of field. A high contrast between the pattern/optical target and the background is critical for accurate measurements. Diffuse lighting leads to uniform illumination. Thus, when appropriate, sunlight can be used for illumination. Indoor measurements need to be performed using several lights or strobe lights to create a uniform illumination. Uniform lighting can also be provided using photography shades. Halogen lights have been conventionally used but LED lights have recently been more popular. The LED lights require less power and provide light with less heat than using a halogen light.
For DIC patterns, a flat or matte paint can be easily illuminated with a uniform light. Illuminating a gloss paint is very challenging because of reflections that create highlights in the photos. However, for point tracking measurements on large test objects in dark environments, using retro-reflective targets and a lighting system can limit the background light required. Researchers have suggested using monochromatic lights to reduce the effects of radiations from tests object at high temperatures [18] and to perform measurements in varying ambient light [51].
8.4.4 Heating Effects Due to Lighting
During an experiment, the lighting system can increase the temperature of the object. This temperature increase can be detected by touching the specimen or using infrared thermometer. The heat may change the material property of the structure or induce artificial strain due to thermal expansion. Furthermore, the heat waves may influence the camera sensors. This is more critical when the specimen is patterned with a dark background. Thus, proper measures, such as using a fan or switching off the lights (when not used), should be adopted. LED lights generate less heat and are becoming the more popular choice for illuminating a test object. More discussion about heating effects is found in Sect. 10.1.
Additional discussion of lighting, strobe lights, and heating effects is provided in the section on DIC for High-rate Testing located at the end of this chapter (see Sect. 16).


9 Excitation Strategies for Modal Testing and Application to DIC Measurements
9.1 Impact Testing
Impact testing is widely used in experimental modal analysis and is performed with an instrumented modal hammer. It is generally quick to set up compared to shaker testing: no shaker alignment needs to be performed and no amplifiers are needed for excitation signals. There is some additional effort involved when hammer testing in that a trigger needs to be set so the data acquisition system (cameras for DIC and whatever additional data acquisition system will measure the hammer input) records at the correct time.
For impact testing, there are few parameters that are controllable. The test engineer can generally control the force applied when impacting, though perhaps with a lesser degree of precision due to human factors involved. The mass of the hammer and the stiffness of the tip can also be varied and will both influence the length of the impact and thus control the frequency content of the impact. A more massive hammer will generally remain in contact with the part for a longer period of time, resulting in a wider pulse which has lower frequency content. Similarly, a softer hammer tip will also result in the hammer remaining in contact with the part for a longer period of time. Conversely, utilizing a lightweight hammer with a very stiff tip will result in a very short impact pulse and therefore higher frequency content imparted to the test article. Figure 18 shows three hammer hits with varying pulse widths and corresponding frequency content imparted to the structure.
Fig. 18
Normalized force-time histories and auto-power spectra from three hits from different modal hammers
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The hammer spectra shown in Fig. 18 clearly demonstrate that there is not a sharp cut-off in the frequency content exciting test article. This means that modes outside the bandwidth of interest may be excited by the hammer impact if the spectrum is not tuned correctly. This is especially important for DIC measurements which have limited options for dealing with frequency domain aliasing: out-of-band modes may alias down into the bandwidth of interest and contaminate the data. When impact testing with DIC, it is strongly suggested that the hammer tip and mass be tuned so that the hammer input spectrum rolls off sufficiently past the frequency band of interest, but within the sampling rate of the cameras.
9.2 Shaker Testing
Shaker testing is advantageous to hammer testing in that the test engineer can often specify the exact signal sent to the shaker, and therefore can appropriately tune the force spectrum that the component receives. Additionally, shaker testing can often provide inputs at multiple locations on the test article which can shorten the testing time (MIMO) compared to exciting each location sequentially. However, shakers have some disadvantages compared to impact testing. The shaker is physically attached to the test article, which can change the dynamics of the system due to mass loading and can also introduce spurious modes of the stinger and shaker hardware if they couple with the dynamics of the system.
9.2.1 Sine Excitation
One of the simplest signals that can be supplied to a shaker is a single sinusoid. This signal excites the system at a single frequency, and if the test article is sufficiently linear, it will respond at that frequency as well. Sine testing provides the highest signal-to-noise ratio of any excitation technique, but that signal is limited to only one spectral line. A sine dwell excitation can provide large deformations at a resonant frequency; this can make it easier for a DIC system to capture the mode shape.
9.2.2 Swept Sine/Chirp Excitation
A slowly sweeping or stepped sine excitation can be used to measure responses frequency line by frequency line, but one must be careful to allow sufficient time between measurements for any transients due to the change in frequency to die out. This type of testing results in long testing times and long acquisition periods, resulting in a potentially large number of DIC images which would then need to be downloaded and processed. The measurement may need to be paused and the images downloaded if the camera memory is not sufficient. Using a chirp input is similar to sine testing in that the signal is deterministic. However, instead of measuring one frequency line per measurement frame, the sinusoid sweeps from a starting frequency to an ending frequency over the course of the measurement frame. A chirp excitation is typically quick and generally provides very high signal-to-noise ratios and FRFs with high coherence.
9.2.3 Pure Random Excitation
Pure random excitation is generally implemented as a stationary random signal with a Gaussian probability distribution. Because it is random, there is generally frequency content over the entire bandwidth, not just the discrete frequency lines in the FFT: the signal is not periodic within the measurement frame. Leakage is a concern for this excitation method so windows are generally necessary. Pure random excitation can be advantageous in systems where nonlinearities are present if the test engineer wishes to obtain a linear representation of the system for a specified level of excitation. Often a large number of averages are required to ensure that all frequencies are adequately excited. This can be a disadvantage for DIC measurements due to the large number of images that would need to be downloaded and processed. The measurement may need to be paused and the images downloaded if the camera memory is not sufficient.
9.2.4 Pseudo Random Excitation
Pseudo random excitation is a sum of sinusoids with constant amplitude and randomized phase having frequencies equivalent to the discrete frequency values in the FFT. If enough delay cycles are run for the startup transients to die out, pseudo random excitation is then periodic in the measurement frame so it does not suffer from leakage: no window is necessary. Because there is a constant amplitude at each frequency line, this input strategy can use fewer averages than a pure random excitation, making it more attractive for a DIC measurement. The downside of the pseudo random excitation occurs for significantly nonlinear systems where the distortion caused by those nonlinearities will not be removed: the excitation level at each frequency line is constant, so the nonlinear effects are not averaged over a range of amplitudes, as they are in a pure random input.
9.2.5 Periodic Random Excitation
Periodic random excitation is similar to pseudo random in that the frequency content is tailored to the discrete frequency values in the FFT, but instead of only randomizing the phases of the frequency content, the amplitudes are also randomized. If enough delay cycles are run for the startup transients to die out, periodic random excitation is periodic in the measurement frame, so similar to pseudo random excitation, it should not require any windowing. However, like the pure random excitation, a large number of averages are required to ensure that all frequencies are adequately excited. This can be a disadvantage for DIC measurements due to the large number of images that would need to be downloaded and processed. The measurement may need to be paused and the images downloaded if the camera memory is not sufficient.
9.2.6 Burst Random
The burst random excitation is a transient random signal that after a specified percentage of the measurement frame is set to zero. When the signal to the shaker cuts off, the structure then rings down and the responses as well as the forces applied to the structure decay to zero. If this entire transient is captured within the measurement frame, no window is needed to reduce leakage, but if the transient dies out to quickly in the measurement frame, the signal-to-noise ratio may be reduced. Similar to pure random excitation, a large number of averages are required to ensure that all frequencies are adequately excited. This can be a disadvantage for DIC measurements due to the large number of images that would need to be downloaded and processed. The measurement may need to be paused and the images downloaded if the camera memory is not sufficient.
9.3 Recommended Inputs for DIC Testing
Because of the large amount of data gathered per sample when using DIC, the number of samples that can be taken before the cameras need to have their memories dumped to a computer may be limited. For this reason, excitation techniques requiring many measurement samples may be difficult or time-consuming to perform. Impact testing and pseudo random excitation are two good candidates for excitation that can be used that generally require few averages. Additionally, because pseudo random is periodic in the measurement frame, low-speed cameras could potentially be used to measure relatively high frequency content if the triggering is set up appropriately (see Sect. 8.3.2 on phase-stepping).
However, none of these signals can be applied blindly. In impact testing the frequency content is not easily controllable; the test engineer may have only a handful of hammers and hammer tips to choose from to tune the frequency content of the impact. Improper frequency content in the impact can lead to serious issues such as frequency domain aliasing. Additionally, due to its transient nature, impact testing tends to have a poorer signal-to-noise ratio than the shaker inputs that last the entire measurement frame. A low-level modal test attempting to linearly excite a structure may already require a low-level force, and the tail end of the response decay may not be resolvable or may be very noisy. Pseudo random testing will not adequately remove the distortion from the test article due to nonlinearities, so if a system is not sufficiently linear, it may not be a good excitation strategy.


10 DIC and Photogrammetry Measurement Range and Noise Floor
Similar to other measurement systems, DIC results are subjected to bias and noise. Bias is the systematic deviation of the results from correct values while noise is random and has a zero mean. Proper setup and calibration can significantly reduce the bias. On the other hand, noise can be minimized but never removed.
As a rule of thumb, with current camera technology, the nominal noise floor for the displacement measured with DIC in the time domain is as low as 1% of the object sample size (see Fig. 1) for in-plane and 3% for out of plane motions [88]. For example, if the pixel within in the image spans 1 mm of the FOV, the in-plane and out-of-plane displacement will have a resolution of no better than ∼0.01 mm and ∼ 0.03 mm, respectively. A well-calibrated DIC system can also measure strain with a noise floor as low as 5 microstrain [65] but more typical results are on order of 50 microstrain. It should be noted that by using proper data processing techniques, better accuracies than the nominal noise floors can be reached. The parameters that influence the noise can be categorized as “pre-measurement” and “post-measurement parameters.” A list of these parameters is shown in Table 5.
Table 5 Parameters that affect the noise floor of DICFull size table

10.1 Pre-measurement Parameters
10.1.1 Camera Setup and Calibration
The camera type and setup can change the accuracy of the DIC system. Using high-resolution cameras can improve the accuracy of DIC for measuring displacements (because it increases the resolution of the obtained images). However, strain accuracy stays constant when the camera resolution changes. Using high-speed cameras that can provide the proper frame rate to capture the vibrations can affect the noise floor [20]. For a stereo camera system, the cameras should be synchronized to within a small fraction of the exposure time. The camera calibration can also affect the accuracy of the DIC measurement. Selecting a proper calibration volume and calibrating the entire space helps to ensure that the cameras are accurately calibrated (see Sect. 1).
10.1.2 Blurring
Due to the fast motion of objects in vibrating structures, blurring can be one of the sources of uncertainty in dynamic measurements. Selecting a proper shutter speed (see Sect. 8.4) with minimum image blurring can improve the accuracy of the system. The graphs shown in Fig. 19 can be used to quantify the uncertainty of DIC due to blurring. The results are extracted by adding motion blur in the form of Gaussian noise to the images. In this figure, w (x-axis) is defined as the length of the path covered by a target during the exposure time (see Eq. 3 in Sect. 8.4). The y-axis shows the mean and standard deviation of displacement and strain uncertainty of the DIC system. As can be seen, the uncertainty significantly increases when the imposed motion blur increases.
Fig. 19
Mean and standard deviation of displacement in case of rigid motion with zero displacement after adding Gaussian Noise (V and eyy are the displacement and strain in the direction of motion and U and exx are in the orthogonal direction, respectively) [90]
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It should be noted that blurring creates more uncertainty when there is a change in blur amount. For example, the velocity of the object due to the impact made by a modal impact hammer changes rapidly and the blur is different between before and after impact. However, with shaker testing – the blur stays approximately constant during the entire event.
An image pre-processing technique has been suggested to minimize the effects of blurring in dynamic applications [91]. In this approach, a blurry target can be compared to the original target in the reference frame to identify the mathematical function that can convert the original target to the blurry target. When this part of the blur is identified, the pure displacement can be measured with higher accuracy. This technique can reduce the bias error and the uncertainty of measurements in dynamic applications of DIC.
10.1.3 Speckle Pattern and Target Shape
The DIC speckle pattern is another parameter that can influence its accuracy. A proper speckle size (3–7 pixels) and contrast can improve the accuracy of the results. Using soft-edge speckles has shown better results than sharp-edged speckles [62]. The soft-edge pattern can be generated by using inkjet printers, sharpies, stochastic sprays, rollers, pattern brushes, or pattering stencils. Printed adhesive mask foils are also used to create patterns. Post filtering of the images can also create soft edges for the pattern. It should be noted that contrast is the most important factor for patterning and should be optimized – even if the speckle edge is sharp. On the other hand, images can be post-processed to create soft-edge speckles.
Optical targets used for point tracking may have different shapes (e.g., square, circle, or ellipse). It has been shown that some point tracking algorithms are more accurate using sharp angles targets (e.g., square shape targets) [20].
10.1.4 Camera Angle
The shooting angle of the cameras and the stereo angle can also affect the accuracy of DIC measurement. To obtain a high accuracy for in-plane displacement and strain measurement, the cameras need to shoot perpendicular to the object surface. For 3D measurements, the minimum stereo angle between cameras should be ∼11 degrees to satisfy triangulation requirement. However, a larger stereo angle (e.g., ∼35 degrees) can result in a better out-of-plane displacement accuracy. Thus, selecting an appropriate stereo angle depends on whether out-of-plane displacement or in-plane displacement and strain is desired. It should also be noted that the larger stereo angle may cause difficulties when curved objects and objects with complex geometries are tested. In these cases, the two cameras might not have line of sight on all areas of the object.
The stereo angle is very critical for the cameras with wide-angle lenses. Figure 20 shows captured images using 8-mm and 75-mm lenses when they are placed in narrow and wide stereo angles. The uncertainty of the stereo-correlation is shown with the red squares (i.e., Matching Error in Fig. 20). The green region is captured using the 75-mm lenses and the blue region is recorded using the 8-mm lenses. The green and blue lines intersecting with rays of light represent the sensor planes for the 75-mm and 8-mm lenses, respectively. As can be seen, the wide angle lenses move the sensor plane toward the cameras; this can increase the effects of matching error. Figure 20 shows that the out-of-plane error for the cameras used with wide stereo angle is smaller than the when the cameras are mounted with narrow stereo-angle. Thus, it is best to use wide-angle lenses with wide stereo angles to reduce the matching error (minimum stereo angle of 25 degrees). Furthermore, because distortion increases on the corners of the lenses, noise is highest in the image boundaries. Thus, to have less distortion when wide-angle lenses or small stereo angles are used, it is recommended to set the area of interest near the optical axis (center of the images).
Fig. 20
Uncertainty as a function of stereo angle and focal length [56]. The figure shows the uncertainty in DIC when a 75-mm (results shown in green) and an 8-mm (results shown in blue) lenses are both used in narrow and wide stereo angles
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10.1.5 Air Turbulence
The air turbulence and thermal fluctuations can also increase the uncertainty of DIC measurements [32]. Camera fans can create turbulence in the air and motions in cameras which are sources of noise; using cooled cameras that do not have fans significantly reduces the noise floor. It should be noted that the air turbulence is less problematic in the frequency domain because usually it is distributed in the 1 to 50 Hz range. On the other hand, the lighting system can heat up the cameras and specimen. As such, the lighting system should be installed at a higher-level position with respect to the cameras and as far from the cameras as possible. It has also been shown that air turbulence for experiments at elevated temperatures can also distort the images. Using a fan during measurement or testing in a vacuum are two suggested approaches to reduce the noise in these cases [81]. Under no circumstances should the lights be placed directly below or in front of the cameras as the thermal convective turbulence in the air will cause air density variations leading to light refractions and distortions in the images taken.
10.2 Image Correlation and Data Processing Parameters
The image correlation parameters can effectively influence the accuracy of DIC. A subset should include an adequate number of grayscale variations. The spatial resolution (i.e., the spacing between each of the data points) of DIC is directly related to the step size. Similar to finite-element analysis, one may use subsets of small sizes to extract more accurate results with finer resolution. In order to use smaller subsets, the speckle sizes must also be small so that the small subset can contain enough grayscale variations to perform accurate correlation. Another approach to improve the spatial resolution of DIC is to increase overlapping parts of subsets up to 50% of the subset size (using smaller subset steps). However, this also increases the computation time.
The displacement and strain measured by DIC will virtually always contain some noise. The noise can be reduced using low-pass filters and spatial filtering. A median or Gaussian spatial filter is usually used to serve this purpose (median is best when outliers exist in the data median while Gaussian can reduce the noise). In this approach, the median value in a matrix of unfiltered data around a point is assigned to this point. The size of this matrix can be adjusted based on the measurement. Because strain is related to the spatial derivative of displacement values, it contains more noise than displacement. A suggested filter size of seven, with a count of three to measure strain, is used as a default in some software packages to reduce the noise in strain data. Furthermore, the computation size specifies the number of data points that are used in the strain calculations (it defines the virtual strain-gage size) [63]. For more information interested readers are referred to the “iDIC Good Practice Guide” [28].
10.2.1 Data Processing Parameters
Postprocessing techniques for DIC data can significantly influence the accuracy. In quasi-static configuration, several photos can be acquired from the object in a single position and the results are averaged to reduce the noise. However, this is not possible for vibration measurement. The results of DIC in the time domain are dependent on the noise floor of a DIC system. This noise floor might not be low enough considering small magnitudes of displacements and strain for vibrating structures. However, the noise in DIC results can be assumed as Gaussian noise. Therefore, when the results are transferred to the frequency domain, the noise is quite evenly spread on the entire bandwidth. On the other hand, the response of the structure in the frequency domain is concentrated at a few resonant frequencies. Therefore, higher accuracies can be achieved when the data is processed in the frequency domain (see Sect. 6).
Researchers have also used finite-element smoothing and the least-square method to improve the accuracy of the DIC system [39, 50]. In dynamic conditions, a linear combination of the mode shapes can be used to smooth and expand the measured data and reduce the noise [5, 6]. Similar to conventional modal analysis measurements that need several averages for a single measurement, an averaging approach on the final results can be used to reduce the noise floor [25].


11 Strain Mode Shapes
Conventional modal analysis techniques use accelerometers to measure the response of a structure and eventually extract displacement mode shapes of the structure. However, in many applications such as damage prognosis, durability and fatigue analysis, and structural health monitoring, strain data can be a better representative of the structure performance and many of these structures are monitored using strain-gages. Strain mode shapes have recently received more attention and some modal software packages (e.g., LMS) have added strain mode shape modules. For these types of measurements, strain-gages are used to measure strain at a few locations, and modal analysis is performed on the strain data to identify the modes. Strain mode shapes can be extracted using numerical and finite-element models. DIC offers new capabilities to extract full-field strain mode shapes with no need to develop a finite-element model.
To extract the equations for strain mode shapes, we start with displacement mode shapes. Equation 4 shows the basic theory of modal analysis. This theory states that the response of a structure to excitations can be expressed as a linear combination of the mode shapes.
$$ u(t)=\sum \limits_{i=1}^n\left({p}_i(t){\left\{\phi \right\}}_i\right) $$

                    (4)
                

In this equation, u is the response of the structure, and {∅}i is the i-th displacement mode shape, while pi(t) shows the contribution of each mode in the response. Using the theory of elasticity, the strain in the x-direction can be calculated as:
$$ {\varepsilon}_x=\frac{\partial u}{\partial x} $$

                    (5)
                

A similar equation exists between the displacement and strain mode shapes.
$$ {\left\{\psi \right\}}_i=\frac{\partial {\left\{\phi \right\}}_i}{\partial x} $$

                    (6)
                

where {ψ}i shows the i-th strain mode shape. It can be shown that the strain response of a structure (ε) can also be represented using a linear combination of its strain mode shapes.
$$ \varepsilon (t)=\sum \limits_{i=1}^n{p}_i(t){\left\{\psi \right\}}_i $$

                    (7)
                

The contribution of each mode in the response depends on the excitation force (F).
$$ {p}_i={\Lambda}_i^{-1}{\left\{\phi \right\}}_iF,\mathrm{and}\kern0.5em {\Lambda}_i=-{m}_i{\omega}_i^2+{jc}_i{\omega}_i+{k}_i $$

                    (8)
                


In this equation, mi, ci, ki, and ωi, respectively represent, mass, stiffness, damping, and natural frequency associated with a mode of structure. The equations for the Strain Frequency Response Function [Hε] are:
$$ \left[{H}^{\varepsilon}\right]=\left[\begin{array}{ccc}{H}_{11}^{\varepsilon }& {H}_{12}^{\varepsilon }& \dots \kern0.5em {H}_{1n}^{\varepsilon}\\ {}{H}_{21}^{\varepsilon }& {H}_{22}^{\varepsilon }& \begin{array}{cc}\dots & {H}_{2n}^{\varepsilon}\end{array}\\ {}\begin{array}{c}\vdots \\ {}{H}_{m1}^{\varepsilon}\end{array}& \begin{array}{c}\vdots \\ {}{H}_{m2}^{\varepsilon}\end{array}& \begin{array}{cc}\vdots & \vdots \\ {}\dots & {H}_{mn}^{\varepsilon}\end{array}\end{array}\right]=\sum \limits_{i=1}^n{\Lambda}_i^{-1}.\left[\begin{array}{ccc}{\psi}_{1i}{\phi}_{1i}& {\psi}_{1i}{\phi}_{2i}& \begin{array}{cc}\dots & {\psi}_{1i}{\phi}_{ni}\end{array}\\ {}{\psi}_{2i}{\phi}_{1i}& {\psi}_{2i}{\phi}_{2i}& \begin{array}{cc}\dots & {\psi}_{2i}{\phi}_{ni}\end{array}\\ {}\begin{array}{c}\vdots \\ {}{\psi}_{mi}{\phi}_{1i}\end{array}& \begin{array}{c}\vdots \\ {}{\psi}_{mi}{\phi}_{2i}\end{array}& \begin{array}{cc}\vdots & \vdots \\ {}\dots & {\psi}_{mi}{\phi}_{ni}\end{array}\end{array}\right] $$

                    (9)
                

In this equation, m and n represent the number of strain sensors and excitation points, respectively. The strain frequency response function matrix (SFRF) contains information about both strain and displacement mode shapes. Eq. 9 shows that unlike an FRF matrix, an SFRF matrix is not symmetric. Any column of the SFRF matrix represents unscaled strain mode shapes of the structure (mode shapes multiplied by a constant number) [21]. A column of this matrix is extracted by exciting the structure at a single location and using multiple strain sensors to record the response. Using a roving modal impact hammer with a single strain sensor results in a row of the SFRF matrix (an unscaled displacement mode shape). It should be noted that for an operational modal analysis, the excitation force is not measured; thus, unscaled strain mode shapes are extracted.
Both strain-gages and DIC can measure SFRF of a specimen. SFRF can be extracted using a test with strain-gages mounted to the structure. However, these modes may not be graphically shown because the results are discrete strain values at a few locations. On the other hand, a DIC system can present both the full-field displacement and strain mode shapes with a graphical interface.
Many equations and relationships used for displacement mode shapes can also be applied to strain mode shapes. For example, modal reductions/expansion techniques have conventionally been used for correlation purposes or for real-time monitoring of structures [5]. The System Equivalent Reduction and Expansion Process [47] is a technique that uses displacement mode shapes to reduce or expand the displacement data. It has been shown that strain data can also be reduced/expanded using strain mode shapes [4, 12]. This technique can be applied when the full-field strain data for an operating system needs to be monitored while only a few strain-gages can be mounted to the sample (e.g., wind turbine blades or helicopter rotors). The strain mode shapes for the expansion can be extracted using a numerical model. Developing an accurate finite-element model can be very challenging. On the other hand, DIC enables us to extract strain mode shapes without any need to develop a finite-element model. Using this approach, the strain mode shapes for a structure can be extracted in a testing facility. An in situ measurement can be performed using a limited set of strain-gages or fiber optic sensors. The limited set of measurements can be expanded using the strain mode shapes to extract full-field results.


12 Projected Patterns Pros and Cons
12.1 Projected Speckle Patterns
In order to perform DIC or point tracking measurement, a pattern or optical targets must be placed onto the surface of interest in order to track changes in deformation and strain. Without a pattern that is adhered to the structure, it is still possible to obtain a shape measurement over time but not mechanical strain. Several static shape measurements using projected patterns were successfully performed to measure bridge spalling [46] (see Fig. 21) and railroad tie deflection [69]. For structural dynamic measurement, it is possible to measure the shape of the structure of interest at each image sample. In order to determine the structural deflection, the shape needs to be compared to some reference state at an instance in time. Again, it is not possible to determine strain directly because the projected pattern will not respond to changes in mechanical strain.
Fig. 21
Contour plot of deviation between damaged and undamaged bridge surfaces, and photograph of damaged surface; red circles denote the locations of induced damage [46]
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12.2 Deflectometry
Deflectometry is another measurement technique that can be used to investigate modal shapes with high-speed cameras. It uses a mirror finish on the surface to reflect a grid pattern to the camera. By analyzing the motion of the grid image, the local slope of the surface can be measured. Extremely sensitive measurements of the slope are possible because of the magnification effect of the reflected grid. For more information, see Surrel et al. [77].


13 Rotating Optical Measurements
Measuring the dynamics of rotating structures has been a challenge due to wiring and data transmission issues. However, the noncontact capability of photogrammetry makes it useful for measuring the dynamics of rotating structures. Furthermore, this technique is not sensitive to large displacements and rotations. This makes photogrammetry very desirable for monitoring the dynamics of rotating structures.
Optical targets can be readily mounted to the structure; thus, point tracking has been frequently used to measure the dynamics of rotating structures ([35, 37, 49]). Another advantage of using point tracking is the similarity of the data from 3DPT to conventional measurement systems (e.g., accelerometers). The measured data in the time domain can be transferred to a modal software package such as LMS, for further processing and for the extraction of the mode shapes. Many modal packages have special tools for analyzing dynamics of rotating structures. This is usually performed by organizing data in MATLAB and creating Universal File Format (UFF) files that can then be used as inputs to modal analysis packages.
13.1 Frequency of Measurement, Duration, and Shutter Time
Measuring the vibrations of rotating structures usually needs high-speed cameras due to the fast displacements that occur at the tip of the rotors and the high frequency vibrations. The frame rate of cameras should be adjusted based on the desired information. As a rule of thumb, the frame rate of the cameras should be set to approximately 20–30 times the rotation frequency, but is dependent on the frequency range of the modes of interest. In order to perform an effective operational modal analysis on the data, the measurement duration should be 200 times greater than the period of the lowest order modes in the data. However, for high-damping cases, this number might be greater than 200 [48]. Similar to vibration measurements, the phase stepping technique can be used when low-speed cameras are used for measurements in rotating structures [26] (see Sect. 8.3.2).
The shutter time for the cameras needs to be based on the speed at the tip of the blades. The tips of the rotor travel tangentially faster than the rest of the rotor, and the targets and pattern at the tip of the blades are more prone to blurring. It should be noted that a small amount of blurring might be visible when the rotation speed is constant. In these cases, one of the images with a blurred pattern can be selected as the reference image; the rest of the photos will likely contain the same amount of smearing.
13.2 Camera Setup
A single stereo system can be used to measure the vibrations of a rotor. To measure the vibrations of a rotating structure, a stereo camera can be installed above, below, or in front of the rotor (see Fig. 22a) in order to cover full the motion over the entire rotation. In some measurements, it might not be possible to locate the cameras in front of the rotor. When the cameras are located underneath the rotor, a single stereo system can only cover an azimuth angle of the entire rotation. However, this measured data can also be used for operational modal analysis and for the extraction of the mode shapes of single blades.
Fig. 22
(a) A photogrammetric measurement on a hovering helicopter when the cameras are looking from the top of the rotor [37], (b) a DIC measurement on a rotor when the cameras are mounted to the rotor and rotates with it, (c) progressively patterned blade used for the case with rotating blade [76]
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Another approach involves mounting several stereo systems to record a complete rotation or large azimuth angles. This technique was used to measure the dynamics of a helicopter’s rotor in a wind tunnel [1]. In this measurement, cameras were placed underneath the helicopter. Each camera pair would only cover a quarter of the rotation; thus, eight cameras were used to cover a complete rotation.
Another approach for measuring the dynamics of a rotating structure is to use cameras that rotate with the blades (see Fig. 22b). These cameras need to have their own batteries and can be controlled by means of a wireless system. If the cameras are installed very close to the rotor with a high inclination angle, the patterns close to the cameras might appear very large while the points far from the sensor are very small in the images. This issue can be resolved by using a special type of cauliflower pattern, or a pattern that increases its size when moving away from the center along with elliptical optical targets (Fig. 22c). Researchers have used a tachometer as well as a laser sensor to synchronize the cameras and strobes with the rotation speed [75]. By using this approach, images can be recorded at exactly the same angle in each rotation to perform a more consistent measurement.
13.3 Rigid Body Correction
Rigid body correction is a technique to extract actual deformations of a structure from measured displacements. If a group of optical targets attached to a structure is translating or rotating together, the flexible deformation of the structure is calculated by subtracting the rigid body motion of the entire structure from the measured displacement. Rigid body correction in fact changes the coordinate system from the camera to the rotor. A set of points (minimum of three) that are ideally fixed with respect to each other during the test are considered as reference points to perform a rigid body correction. For the rigid body correction, the measured displacements of all points or facets are subtracted by the reference points’ translation and/or rotation. This method is very useful when the deformations of blades in a rotating turbine are desirable. The out-of-plane measurement is very small compared to the rigid body displacement of the entire structure during rotation. In this case, the displacement of the structure that is caused by rotation of the turbine might not be desirable. Using the points on the hub, the measured displacement can be de-rotated and the actual deformation of the blades can be extracted [36]. If the hub is not fixed, an “instrumentation pod” can be attached to the rotor to add a few points that are fixed with respect to each other.
Identifying the rotation plane (or surface) and rotation center is critical for processing the data for rotating structures. The center of rotation is usually extracted using the trajectory of markers. If a circle is fit to this path, the center of the circle is the center of rotation. Using more targets in this process can result in a more accurate estimate of the center of the circle.
13.4 Mode Extraction Challenges and Effects of Harmonics
Analyzing rotating data to extract mode shapes for rotating structures are challenging endeavors. These challenges also exist when other techniques are used for measurement. An important factor that hampers the processing of data for rotating structures is that these structures are not usually in a steady state, and their dynamics may change during operation. Having a steady-state system is one of the assumptions used in operational modal analysis. The support stiffness for a rotor may change during operation based on the blade’s azimuth angle. Furthermore, aerodynamic effects may also vary during measurement.
Aeroelastic damping is another factor that makes the dynamic measurement of the rotating structures challenging. The aerodynamic damping can be as high as 10% to 30% of critical damping while for most of the structures the structural damping is less than 1% [48]. This high aerodynamic damping does not allow for the accurate extraction of the structural modes and can mask the structural damping.
The effects of harmonics of rotation speed on the dynamics of rotating structures are significant. In the operational modal analysis, there is an assumption that the input of the system has a Gaussian distribution to excite all resonant frequencies of the structure. The excitations due to the harmonics of rotation speed violate this assumption. Many of these harmonics might coincide with the resonant frequencies of the system; thus, it might be difficult to verify the mode shapes. The rotating data modified by harmonics can be analyzed using multiple approaches. One technique is to measure the operating data with different rotating speeds. This can show the structural modes that are likely to be inherent in the results (if the centrifugal effects are negligible) compared to harmonics of the rotation speed, which are very dependent on the rotation speeds. Other approaches are based on using harmonic filters. These filters remove the effects of harmonics on the data. There are many OMA approaches that can identify the modal parameters when the system is influenced by harmonics [43] and some modal analysis packages are equipped with harmonic removal tools.


14 Some Experimental Case Studies
14.1 Comparison bBetween 3D Scanning Laser Doppler Vibrometry and 3D Stereo-DIC
Some of the first quantitative comparisons of test/analysis/correlation of data measured using the DIC approach to traditional accelerometers, a scanning laser vibrometer, and a finite element model were presented by Helfrick et al. The results indicated that all three approaches correlated well with the finite element model and provided validation for the DIC approach for full-field vibration measurement [3, 27]. Another related work obtained frequency response function measurements for a vibrating structure using 3DPT while simultaneously validating the shape of the two optically based measurements to the two other traditional vibration measurements as well as to a finite element model [88] (see Fig. 23).
Fig. 23
Correlation of the mode shapes predicted by the FEM to the various sensing methods, for modes 1 (26 Hz) and 3 (78 Hz) of a base-upright structure from Fig. 15 [88]
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In Reu et al. [68], a comparison between 3D Scanning Laser Doppler Vibrometry (3D SLDV) and 3D Stereo DIC was performed using a modal test on a small plate structure as a test problem (shown in Fig. 24). Both systems allow full-field measurements over a surface and have the ability to compute strains; however, the systems use vastly different methods to measure responses of the test article. The authors of that work sought to determine each system’s advantages and disadvantages.
Fig. 24
Experimental setup for a comparison of 3D SLDV and 3D DIC
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For the test, the DIC system and 3D SLDV system were set to sample at 3906.25 Hz. About 1600 frequency lines were measured with a frequency resolution of 0.977 Hz. Because pseudo random excitation was supplied to the shaker, only five frames were measured and averaged to form frequency response functions. Note that this is the maximum number of averages that could be recorded with the DIC cameras used for this test. The DIC system measured 715 points on the surface of the test article (see Fig. 25), and the 3D SLDV system measured 545 (see Fig. 26). Because the 3D SLDV scans point sequentially, the 3D SLDV measurement took significantly longer than the DIC measurement which measures all points simultaneously. However, due to the significant download and processing time involved to turn DIC images into time histories, the time difference between the two measurements ended up being negligible.
Fig. 25
Overlay of the subset (facet) size on the speckle pattern over the entire plate. Note that in the solution there was an overlap of approximately ½ the subset size
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Fig. 26
Measurement point locations for the 3D SLDV system
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Both the DIC and 3D SLDV data needed to be transformed to accelerations via frequency domain differentiation before curve fitting could be performed. There was good agreement between the modal parameters extracted from the measured data. Table 6 and Fig. 27 show the natural frequencies and mode shapes. It should be noted that the speckle patterned surface, which was necessary for the DIC measurement, was not optimal for the 3D LDV system, since dark surfaces do not return adequate light to the laser head for a good measurement signal. Therefore the 3D SLDV shapes have some erroneous points. These errors disappeared when retroreflective tape (RET) was applied to the surface of the test article, but application of the tape required taking down the test article, so some of the natural frequencies and damping ratios have shifted slightly due to small changes in the test setup. Strain shapes computed from a sine dwell test at the natural frequencies were also compared between the two tests, and are shown in Fig. 28.
Table 6 Comparison of modal parameters extracted from the test dataFull size table

Fig. 27
Mode shapes for out-of-plane motion for the DIC and different SLDV measurement approaches
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Fig. 28
Strain from a sine-dwell test at 530 Hz for both SLDV (25-mm filter) and DIC. Top is εxx, middle is εyy, and bottom is εxy
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In this test it was shown that the DIC and 3D SLDV can achieve similar results for traditional modal testing. FRFs measured with the 3D SLDV were significantly less noisy (see e.g., Fig. 29), but it seemed that the DIC strain computation algorithms were more robust. Table 7 shows a comparison between the two measurement methods for the various test parameters performed in this example. A broader comparison between measurement approaches is shown in Table 8.

Fig. 29
Noise floor comparison between DIC and LDV; phase (top) and magnitude (bottom). The z-direction corresponds to an out-of-plane measurement, while the x-direction corresponds to an in-plane measurement
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Table 7 Comparison between LDV and DIC for the tests performed by Reu et al. [68]Full size table

Table 8 A comparison between different dynamic measurement techniquesFull size table



15 DIC Comparison to Traditional Modal Analysis Sensing
Traditionally, modal analysis has been performed by using modal impact hammers to excite the structure and by using accelerometers to record the response. Strain-gages, LVDTs, and other contact-based measurement systems have been used to measure the response of the structure. All of these sensors measure the response at discrete locations and need instrumentation for data transmission. Fiber optic sensors have been recently used to measure vibration to monitor structural health. However, they need to be integrated into the structure in the manufacturing stage and are only capable of one-dimensional measurement. Optical measurement techniques are used in structural dynamics due to their non-contact features. These optical techniques include pattern interferometry, laser Doppler vibrometry, and photogrammetry.
The interferometry technique measures vibrations of structures by using an interference fringe pattern created by superposing two coherent light patterns and measuring the displacement between them. Electronic Speckle Pattern Interferometry (ESPI) and Digital Speckle Shearography (DSS) use the phase-shift between the references and reflect beam waves in order to measure the vibrations of a structure. They can perform fast, real-time, and accurate dynamic measurements, but they are sensitive to ambient vibrations.
Similar to the other interferometry techniques, a Laser Doppler Vibrometer (LDV) compares the reference beam and the beam reflected from the object. However, an LDV measures the frequency shift between the reference and reflected beam waves. The Scanning Laser Doppler Vibrometer (SLDV) is frequently used for full-field vibration measurements. The laser vibrometer typically records data sequentially, has a wide frequency range, and can measure very high frequency vibrations. However, laser vibrometer measurements are very time-consuming and the results might not be consistent because during the measurement the structure or the excitation may change. Furthermore, the laser vibrometer is very sensitive to large motions and cannot effectively measure structural dynamics when a large rigid body motion occurs.
Photogrammetry is a noncontact measurement approach that has a distributed sensing capability allowing for spatially simultaneous measurement. This technique can measure the true dynamics of structures without adding mass or stiffness effects. Photogrammetry can be used for in situ measurements and in testing conditions in which none of the interferometry techniques can operate. Photogrammetry is also able to measure large deformations and rotations. A comparison between commonly used dynamic measurement techniques is shown in Table 8.


16 DIC for High Rate Testing
The flexibility of DIC and the incredible improvement in high-speed imaging have opened a new world of research and have opened up a range of experiments that were heretofore inconceivable. However, the move into high-rate DIC testing is not as simple as replacing traditional machine vision cameras with their more expensive cousins. There are a number of complications that need to be addressed before working in this regime. These complications and potential pitfalls are the subject of this section.
16.1 Definition of High-Rate Testing
For the purposes of this chapter, it is assumed that high-rate testing is any experiment that requires frame rates that are approximately 2-kHz and above. This includes the modal testing [11, 22, 68, 72, 87] covered in the previous sections, as well as Hopkinson bar testing [44, 70], drop tables, explosive loading [23, 71, 74, 83], crash testing [14], and the like. Each of these examples includes complications that may be unique, but generally there are similar hurdles in setting up a DIC experiment for these types of tests, and include:
	
                1.
                
                  Camera selection for high-speed testing

                
              
	
                2.
                
                  2D versus stereo-DIC: What do I choose and why?

                
              
	
                3.
                
                  The testing environment and its complications

                
              
	
                4.
                
                  Unique camera calibration situations

                
              
	
                5.
                
                  Lighting for high-rate testing

                
              
	
                6.
                
                  Camera synchronization

                
              
	
                7.
                
                  Patterning, painting and speckling

                
              

In addition to these considerations – it is also important to consider all of the traditional rules of DIC testing that are covered elsewhere in this volume, including: image correlation algorithms, speckle attributes, camera calibration, and so forth. For more information about DIC for shape and deformation measurement and best practices for testing readers can refer to Sutton [78] and IDIC [28]. We discuss in this section the unique problems associated with high-speed (HS) and ultra-high-speed (UHS) DIC testing.
16.2 High-Rate Camera Selection
The high-speed camera market has expanded significantly since 2005. The number of vendors, the frame rate, and record time have all been improving very rapidly. While the cost of these cameras remains relatively high, the increased competition in the market segment has held prices in check and it is hoped that they will become even more affordable in the future. Figure 30 contains a market survey of the existing high-speed cameras as of 2016, and for interest can be compared with the original chart published in 2008 [66]. The cameras can be broken into two groups: HS and UHS cameras. HS cameras have a single detector that is read out into HS on-board memory. They have a fundamental frame rate limited by the throughput of the detector to the memory. Because the memory rate (GBit/second) is fixed, to increase the frame-rate, the resolution of the camera needs to be decreased. Therefore, at rates above approximately 100 KHz in the current cameras, the usable number of pixels becomes very small. The UHS cameras use a variety of techniques to avoid this problem, and older generation UHS cameras use beam-splitters or rotating mirrors to distribute the image onto different detectors, which are then read out slowly. These camera types have the drawback of a limited number of images available, usually 16 or less, and have a complicated optical path making them difficult to use for 2D-DIC and nearly impossible for stereo-DIC. For a review of these cameras and their pitfalls, a paper by Tiwari is an excellent source of information [82]. Fortunately for DIC, a new UHS detector architecture has arrived that includes a single detector with fixed resolution at all frame rates and a reasonable record time. The first such camera was the Shimadzu HPV series of cameras, followed by the improved HPV-X and a competitor in the Specialised-Imaging Kirana camera. The importance of the single-chip architecture of the camera for stereo-DIC cannot be overstated. Before this advancement, stereo-DIC was virtually impossible at a MHz or higher frame capture rate.
Fig. 30
High-speed testing camera survey. Highest frame rate and resolution; for a circa 2008 version see [66]
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16.3 2D Versus 3D Stereo-DIC
Because of the camera cost, the decision to do 2D DIC may be a hard budget requirement. However, if the UHS camera rates needed are not available in the single detector architecture (e.g., greater than 5 MHz), or if an intensified camera is needed, 2D may also be a practical requirement. 2D-DIC places some fundamental and important limitations on the experimental setup that must be heeded. These requirements include having a flat specimen and the sample must remain in the same plane during the entire test. The first requirement is often easy to meet in material testing with traditional dog-bone samples, but meeting the second requirement (i.e., remaining in plane) is extremely difficult to ensure with nearly any practical DIC setup. The pitfalls and errors associated with out-of-plane motion are covered in Sutton et al. [80] where the strain error is found to be directly related to the out-of-plane motion divided by the sample stand-off distance. A few simple calculations should suffice to convince one that even small motions (sub-mm) will lead to unacceptably large strain errors. However, the math immediately suggests a solution to this problem: Increase the sample stand-off. This can be accomplished by either using a long focal length lens or better by using a bi-telecentric lens. A bi-telecentric lens only accepts light rays arriving along the axis of the lens and therefore has fixed magnification. This increases the “effective” stand-off significantly reducing the out-of-plane errors. However, this advantage is problematic in terms of flexibility because the lens then also has a fixed sample size it can image and a fixed standoff distance, making the lens dedicated for a particular type of experiment. The bi-telecentric lens is often large, as the lens has to be the size of the FOV. However, they are the most practical approach to helping eliminate out-of-plane errors and their use is strongly encouraged in situations when stereo-DIC is not practical.
16.4 Environmental Concerns
The test environment for HS and UHS testing is often dynamic and highly energetic. Because of this there are often unique requirements of the experimental setup, including eliminating camera motion and protecting the camera.
16.5 Camera Motion
Highly energetic testing, out-door testing, and vibration and shock testing are all environments where the cameras are likely to move. This is far more problematic at the high-speed regimes, where the acquisition rates are in the kHz, as the modal frequencies of the stereo-rig are likely to overlap with the frequency content of the test in question [11]. If modal testing is being done as described in the previous sections, the frequency domain can be used to isolate the camera motion error; however, for most other testing, the data must remain in the time-domain. In this case, the camera motion will be an added error source that must be considered. In the MHz acquisition realm, the cameras do not have time to move appreciably before the experiment is over and camera motion is generally not a problem.
The first approach is to mitigate the camera motion by careful camera mounting that is rigid and/or isolated from the experiment. It is particularly important that the mounting of the stereo-pair hold the two cameras rigid relative to each other, because the motion of the entire stereo-rig is a rigid-body-motion of the test item and may often be removed from the data relatively easily (e.g., by performing rigid body correction or calculating the strain on the sample). However, relative motion of the stereo-pair leads to issues with the triangulation and will lead to bias errors in the results. The first approach to mitigation is to move the cameras far enough away that the shock from the experiment will be delayed in reaching the cameras until after the data of interest has been captured. Often this is either impractical or inherently impossible, in which case the camera motion must either be accounted for in the uncertainty analysis and/or removed from the images [40]. Both of these techniques require that there be a “stationary” speckle pattern somewhere in the FOV that can be used to track the motion of the cameras.
The strategy of moving the cameras further from the test sample must be pursued with caution. The longer the focal length of the lens, the greater the stand-off from the sample; however, this comes with two important downsides, including increased influence of “heat waves” and an amplified effect of camera motion. The heat wave effect is caused by imaging through air that has variable index of refraction along the optical path. The longer the path, the more likely there is to be a problem. In HS imaging, refraction issues can come from simple environmental effects, such as unevenly heated air, or from the experiment itself, with a shock wave due to detonation for example. Again, these errors are more problematic in the kHz imaging regime because the frequency content of the heated air may be of the same order as the experiment. In the MHz regime, the heated air is stationary relative to the experiment and will not cause problems. This is not true of shock waves, which will be at a high enough rate to cause issues. The use of long focal length lenses for either camera protection, mitigation of camera motion, or limiting out-of-plane errors in 2D has the negative effect of amplifying a number of errors. This can be visualized by considering the viewing angle subtended by a single pixel on the detector (see Fig. 31). With a long focal length lens, this angle will be much smaller than with a short focal length for an equivalent FOV. Therefore, even small camera motions will be amplified when using a long focal length lens. That is, a small motion of the camera will cause the camera pixel to travel a larger distance across the sample surface than for a shorter focal length lens.
Fig. 31
Camera motion illustration. For 20-μm pixels focused at infinity. Pixel on object not to scale
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16.6 Camera Protection
The first approach to protecting the camera was traditionally to move the camera a long distance from the test item and use a long telephoto lens. However, this comes with the important downsides of increased index of refraction issues and increased camera motion errors. It is therefore typically better to avoid using lenses longer than 150 mm and provide other methods of protecting the equipment. Two choices include optical grade Lexan (bullet proof glass) and first-surface mirrors. Both of these options provide good camera protection but at the cost of introducing optical distortions into the measurement that are difficult to correct. At a minimum, these added errors should be quantified and included in the uncertainty estimates (see the following extended noise floor section).
For direct viewing of the sample, an optical grade Lexan can be used that provides very good camera protection (see Fig. 32). The thickness of the Lexan will need to be minimized, without compromising the protection because thicker material will have larger distortions. Thick Lexan or glass will also cause imaging problems and cause problems with focusing the lens if longer focal length lenses are used. This can be somewhat mitigated by using a smaller aperture, but at the cost of needing more light on the sample to compensate. If the shockwave is going to impact on the Lexan before the experiment is over, flexing of the viewport should also be considered. The typical rule of thumb is to put as little distance between the camera and the sample as is safely possible.
Fig. 32
Camera protection using Lexan and heavy steel plates
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A safer option, although optically somewhat more complicated, is to use mirrors. This allows the cameras to not be directly in the path of the hazard, while allowing an inexpensive component to be sacrificed on each test. Mirrors of good optical quality are generally inexpensive and easily obtained. Mounting of the mirrors must be done with some care, as any added bending or lack of flatness will cause issues with the calibration and triangulation. The other consideration with using mirrors is that there is another component in the optical path that must be held in position and stationary. This is often hard to do because the mirrors will need to be placed away from the cameras and independent of them. As noted previously with the camera motion, this is less of a problem during the test if the cameras are running at MHz frequencies, but will definitely cause issues during the calibration, which acquires the images slowly, and will result in a lower quality calibration. The same issue will occur between the calibration time and the actual test, where it is likely that there will be relative motion between the mirrors and the cameras. Some DIC codes allow for an extrinsic parameter calibration correction. To do this more accurately, a known dimension is required on the sample itself to provide scale. As a best practice, it is good to provide some fiducials (or targets) on the surface with known dimensions for correcting the calibration using the reference frame of the test image series.
A final important note for using mirrors is that the images must be flipped to correct for the left/right switch of viewing through a mirror. This can easily be automated with many after market software packages including MATLAB, LabVIEW, Python, etc. and is built into many HS camera control software packages.
16.7 Extended Noise Floor Measurements
A very useful, and indeed required technique when using Lexan or mirrors, is to do what is called an “extended noise floor” measurement (see [28]). This is accomplished by having a sample with a known shape (flat can be used, or maybe better a curved surface of known radius) and translating the sample through the measurement volume. Five to ten images that span the expected range of motion of the sample where accurate DIC results are desired should be taken. Then, the extended noise floor images using the DIC software can be analyzed and the rigid body motion from the results can be removed (most DIC software provides a function to do this). Any changes from the original shape are a result of uncorrected distortions in the optical system, and the residual noise is the estimated measurement resolution. This quick and intuitive top-down uncertainty approach should be done on all experiments.
16.8 Camera Calibration
Camera calibration is often more difficult when doing HS and UHS DIC because the optical system is usually more complicated due to camera protection, mirrors, Lexan, and long focal length lenses. Because of this, a reduced calibration accuracy can be expected, and care should be taken to understand the effect of this on the final results, by using an extended noise floor measurement for example.
16.9 Lighting Techniques
As with the camera technologies, lighting has improved exponentially over the last decade. The introduction of high-intensity LED lights, strobed LED lights, and commercial strobe lights is incredibly helpful for HS imaging. We look at the pros and cons of these light sources in this section.
Strobe lights will provide more light over a shorter period of time that can be synchronized with the camera framing. This is helpful for minimizing the heat coming from the light source while maximizing the efficiency of the lights. Additionally, most HS cameras have an output specifically designed for triggering strobes synchronously with the camera framing. There can be limits though on the strobe rate that can be obtained and they will not work with the higher frame rates of the newer UHS cameras.
High-intensity LED lights are another viable solution. The increased brightness of these lights together with the improved sensitivity of the modern HS cameras makes LED lights easy to use and an excellent solution for all but the shortest exposures.
Flash lamps have traditionally been the preferred lighting source for ultra-high-speed imaging. These lamps discharge a high voltage into a gas which provides a short duration (milliseconds) pulse of high intensity light and are often a good solution for UHS imaging. Flash lamps will require pre-triggering of the lamps to provide time for the lights to reach full intensity before imaging. Norman D24 flash lamps are a commercial solution that provides adequate illumination of modest FOV at up to 5 MHz.
A last class of pulsed lights includes the CAVILUX or SI-LUX incoherent laser illumination. They provide very short duration pulses (50 ns) with high power and can pulse up to the MHz range. Even though they are laser driven, they are incoherent so they do not create laser speckle. Unfortunately, applicable FOVs are only up to 10’s of millimeters.
“Diffuse” light is the optimum for all DIC imaging [55]. Highlights and shadows are to be avoided at all costs. This often means that diffusers, polarizers or indirect lighting will be needed to flatten and improve the light. These techniques work by removing any path for the light to go directly from the light source to the camera. The problem with this for HS and UHS imaging is that you need a lot of light and all of these techniques “waste” a large amount of the light. Therefore, to obtain adequate intensity, the lights are nearly always aimed directly at the object. Choosing “flat” paint and using polarizers are two solutions that will help in obtaining quality images using direct illumination.
16.9.1 Polarization
When lighting high-speed experiments, diffuse light is often very difficult to achieve because of the required intensity for the short exposures. One helpful possibility is the use of cross-polarization techniques [19, 34]. This removes specular or reflective highlights from the surface because the linearly polarized light from the source maintains its polarization during specular reflection, but loses its polarization with diffuse reflection. A cross-polarizer on the camera then eliminates the specular reflections and removes the highlights from the image. An example of this from a stereomicroscope UHS experiment is shown in Fig. 33. While this technique is a quick and easy way to clean up the images and simplifies the lighting, it should be noted that the cross-polarization technique will result in a loss of approximately 2–3 f-stops of light. That is, four to eight times the amount of light or a similar increase in exposure time to obtain the same contrast in the image will be needed.
Fig. 33
(a) Specular reflections from light source, compromising DIC in those regions. (b) Polarizers installed but not correctly aligned. (c) Correctly aligned polarizers cleaning up the lighting for ideal DIC images [19]
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16.9.2 Motion Blur
Traditional thinking in DIC was that motion blur was always a problem and should be minimized to below the DIC displacement resolution of approximately 0.01 pixels. This criterion is overly restrictive and can be hard to meet in many high-speed applications, where exposures cannot be made short enough to completely eliminate motion blur. Current research [90] indicates that motion blur is acceptable if the average position of the object will be calculated and for many applications this is acceptable. It should be noted, however, that there are two types of motion blur: constant and varying. If the motion blur is constant, that is, the velocity of the object remains fairly constant over the test period, the blurred speckles will appear the same in all images and there will be no correlation problems. However, if the velocity is varying, say in an impact test, the blurred and unblurred image segments may be so dissimilar that decorrelation results. At this point, the analysis will need to be done in an incremental mode, or a new reference image chosen after the impact event where the blur has been eliminated or changes drastically. The ideal situation is to remove all blur if possible, or certainly keep it subpixel, but if that is not possible, DIC can still be performed.
16.10 Camera Synchronization
An assumption for stereo-DIC is that the images were taken at the same moment, that is, they are synchronized. With most HS cameras, we cannot assume exact synchronization, even when being run in a “synced” mode (FSync for example in the Phantom cameras). The sync error is caused by the timing architecture of the camera, due to delays between the camera syncing pulse and when the frame is actually taken. Fortunately, most manufacturers also supply a strobe signal that is synchronous with the framing. This signal should be inspected with an oscilloscope to ensure that both cameras are acquiring their images at exactly the same time. Because of the variability in the delay, the camera software provides the option to include a frame delay to achieve camera synchronization. When the correct delay has been determined it is possible to synchronize the cameras to within the internal timing frequency of the camera, usually in the 10’s of nanoseconds. By taking the velocity of the sample multiplied by the timing error, you can calculate the relative motion of the sample between the two stereo frames. For nearly all mechanical experiments, the nanosecond synchronization of the cameras is more than adequate. If the cameras are not synchronized, a bias error will occur in the data. More information on this topic can be found in Reu and Miller [67].
16.10.1 IRIG (Inter-Range Instrumentation Group) Timing
Most HS cameras also provide synchronization with each other as well as other data acquisition systems IRIG-B [30] timecode via the timing signals received from Global Positioning System (GPS) satellites. Specially designed receivers convert Coordinate Universal Time (UTC) data in to various IRIG timecodes in both digital and amplitude modulated formats. The IRIG-B timecode [31] is the most common format and is typically connected to each instrument (e.g., camera, data recorder, oscilloscope) using the amplitude modulated version, especially when distributing the signal at a distance greater than 50 m.
A few benefits of using a common timing signal such as IRIG-B are: (a) synchronization between asynchronous data recorders and cameras, (b) introduction of a known time scale, and (c) ability to coordinate results captured from instruments separated by very large distances (kilometers).
16.11 Painting Techniques
For nearly all DIC tests it is required that the sample surface be painted and speckled to provide a high contrast pattern that moves with the underlying surface. High-rate DIC imposes the same constraints on the speckles as traditional DIC and these are covered in [58,59,60,61,62, 64, 81]. The ideal speckles as outlined in these documents are at least 3-pixels in size and have an even distribution across the surface. The DIC technique requires that a region of the speckle pattern be analyzed in the subset or facet, and this region must contain 3-speckles (significant gray level variations) as a rule of thumb. To have the highest spatial resolution then, the speckles must be carefully applied to meet these rules, without being too large or too small. Beyond these general rules for all DIC, there are a few other considerations for high rate testing:
	
                1.
                
                  Very careful attention should be paid to the surface preparation. The surface should be cleaned and prepared to receive the paint according to the manufacturer’s recommendations. This involves having a clean and grease-free surface.

                
              
	
                2.
                
                  Use an appropriate paint. A flat white or black paint for the first coat should be used. There are also “primer” paints that are made to specifically bond with different metals. These will often adhere better than a cheap spray paint. Some examples include Rust-Oleum™ and SEM brand paints.

                
              
	
                3.
                
                  The painted surface should be “fresh.” That is, you should test the sample within 24 hours or less of painting. Paint that has cured too long becomes brittle and will fail, coming off the surface leaving nothing to track.

                
              

The last point raises an important consideration: We are assuming that the paint surface is following the contour of the substrate surface and it is important to be sure to investigate whether this is true in your experiment. Another approach is to not use a painted surface. This can work in situations where the sample itself contains contrast within it that is of an appropriate scale and contrast for DIC. Unfortunately, having structure or test panel that already has an appropriate pattern is very rare.
16.12 Conclusion
HS and UHS DIC follow all of the same rules as for quasi-static testing, with a few important added challenges. Most of the complications are not due to the cameras, which behave image wise very similarly to traditional machine vision cameras, but more because of experimental issues derived from the test itself. Most high rate DIC testing is performed in “highly” dynamic events where camera motion and camera protection are required. Even with these problems, nearly always the most difficult aspect is speckling and lighting the sample. Obtaining enough light that is well distributed and diffused can take practice and time to set up. Timing and triggering the cameras with the experiment are also problematic for UHS experiments, as there is a limited record time available to take the data. Tight triggering synchronization is nearly always required to have the event of interest within the camera memory. The final difficulty is cost. Camera equipment is expensive and unfortunately there are no easy substitution;, however as technology advances, camera costs are continually becoming cheaper with higher resolution and improved frame capture rate.
Best practices for HS and UHS DIC testing include acquiring high contrast images with a well-calibrated DIC system taking into account the possibly compromised optical path and any issues with motion or timing. Because of these complications, it is strongly encouraged that efforts be made to ensure that adequate consideration is given to the uncertainty. Uncertainty recommendations and information are found in Reu [57, 65].
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