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   Introduction 

 There are of course many different kinds of research. 
Typically, research is aimed at determining causes and/or 
explanations for unusual or unexplained phenomena or at 
making predictions about what might happen when certain 
situations occur. Explaining what happened or might happen 
(and why) as a result of particular educational policies and 
practices and instructional interventions represents an impor-
tant kind of research not speci fi cally addressed in previous 
editions of this  Handbook . Such applied research is typically 

called program or project evaluation. Critical questions that 
inform program and project evaluation include the 
following:
    1.    To what extent were the goals and objectives of the program 

or project met or being met?  
    2.    Did the implementation happen as planned?  
    3.    Was adequate preparation and training provided?  
    4.    Was the design clearly aimed at the problem identi fi ed at 

the outset?     
 One can of course imagine other questions, some of which 

will arise in the course of this chapter. First, however, it is 
necessary to distinguish products, policies, practices, pro-
grams, and projects. The latter two are easily distinguished. 
A project is typically aimed at addressing a particular prob-
lem situation by introducing something new or different, 
which can be called an intervention. As a consequence, a 
project has a goal and objectives, a beginning (could be the 
start of the needs assessment but is more typically the start of 
the development of the intervention), and an ending (typi-
cally a short time after the intervention has been deployed 
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and is being used regularly). A program shares many of the 
same attributes, but unlike a project a program is typically 
intended to continue in use and evolve over time, so the 
period of time associated with a program evaluation is longer 
than that associated with a project evaluation, and changes 
in the situation surrounding the program need to be actively 
considered as the program is periodically reviewed. 
Con fi rmatory evaluation is a kind of evaluation appropriate 
for determining if the original assumptions and problem situ-
ation are still pertinent to an ongoing program or a long-term 
project. Projects often mark the initiation of a new program, 
so there is a close association between projects and programs. 
Moreover, programs and projects typically alter practice 
(how those involved conduct their affairs and accomplish 
speci fi c tasks), and they may involve the introduction of 
products, policies, and procedures to guide practice and the 
use of new technologies. This chapter is not focused on the 
evaluation of policies, procedures, or products, although 
some of the same principles and techniques are likely to be 
pertinent in those contexts as well. 

 Next, there are the notions of learning, instruction, and 
technology to consider. A technology involves the disci-
plined or systematic application of knowledge to solve a 
particular problem or achieve a speci fi c goal (see Spector, 
 2012  ) . Examples of educational technologies include online 
discussion forums, animated models, interactive simulations, 
checklists for procedures, mnemonic memory aids, and 
much more. Learning involves recognizable and persisting 

changes in an individual’s (or organization’s) abilities, 
 attitudes, beliefs, knowledge, or skills (Spector,  2012  ) . 
Instruction is that which supports or facilitates learning 
(Gagné,  1985 ; Spector,  2012  ) . Based on these common 
de fi nitions, it is obvious that there are close connections 
between learning, instruction, and technology, as depicted 
in Fig.  16.1 . Just as technology can support any of the boxes 
in Fig.  16.1 , each of those boxes can and should have an 
associated evaluation activity. Evaluation, properly under-
stood, pervades educational practice and is essential for 
understanding the impact of projects and programs.  

 One can conceivably ask many different kinds of ques-
tions about a variety of technologies used to support and 
facilitate learning and instruction. Many of these questions 
involve the characteristics of scienti fi cally based research, 
including the notions of baseline studies, comparison and 
control groups, analyses of signi fi cance and effect size, 
growth curve modelling, and so on (Cronback,  1989 ; Nagel, 
 1994 ; Scriven,  1960,   1994 ; Spector,  2010 ; Suchman,  1967 ; 
Suppes,  1978  ) . 

 The history of educational research is rich and diverse, 
with more than 100 years of empirical investigations 
(Aldrich,  2002 ; Knox,  1971 ; Langemann,  2000 ; Suppes, 
 1978  ) . In spite of such a large body of evidence, there is little 
evidence that the many educational technology innovations 
that have been introduced in the last 100 years have had a 
signi fi cant impact on learning (Langemann,  2000 ; Russell, 
 2001 ; Suppes,  1978  ) . Several explanations for this unusual 

  Fig. 16.1    Research on technology in learning and instruction (adapted from Spector,  2010  )        
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 fi nding have been provided, many of which focus on the 
inadequate kind of evaluation research conducted in association 
with the integration of new technologies into learning and 
instruction (Langemann,  2000 ; Russell,  2001 ; Suppes,  1978  ) . 
A major inadequacy of prior research on the impact of edu-
cational projects and programs involves a tendency to exam-
ine super fi cial indicators of impact without examining the 
quality of the implementation and training associated with 
an intervention. Typically, project evaluations have focused 
on three indicators of success: (a) Did the implementation 
stay within budget? (b) Did the implementation occur on 
schedule? and (c) Did the implementation meet the design 
speci fi cations? Such evaluations are summative in nature—
that is to say that they do not provide any information or 
input that will improve the development of the effort while it 
is under way. Moreover, associated with such a summative 
evaluation there might be a research effort that looks at learn-
ing outcomes before and after the intervention was devel-
oped and deployed. The analysis of the before and after 
research data often indicates that there is little impact on 
learning (Russell,  2001 ; Suppes,  1978  ) , although the three 
project indicators may re fl ect success. What is one to think? 

 The conclusion that will be elaborated in what follows is 
that a summative evaluation is not adequate and serves little 
real purpose without the support of a thorough formative 
evaluation along with a con fi rmatory evaluation for longer 
term efforts. Project and program evaluation can and should 

be aimed at the entire life cycle of the effort and be designed 
to ensure that the development effort will not only meet the 
design speci fi cations but also address and solve the indicated 
problematic situation (see Fig.  16.2 ). Formative evaluation 
that is intended to improve an intervention as it is being 
designed and developed is required; this notion goes to the 
heart of what project and program evaluation is really about—
one does evaluation to help ensure that time and money are not 
wasted, which means that evaluation must begin early and 
continue as the effort progresses. One can make the same 
argument with regard to assessing student learning—the 
proper emphasis is on helping to improve student learning and 
not merely on reporting what learning seems to have occurred 
at the end of a sequence of learning activities.  

 Con fi rmatory evaluation is worth emphasizing at this 
point as it helps distinguish projects from programs and rein-
forces the formative and summative nature of evaluation. 
Con fi rmatory evaluation is aimed at reexamining the prob-
lematic situation after an extended period of time, often after 
a project has been completed and a program has been under 
way for some time; long-term projects often revisit the needs 
assessment and requirements analysis phase of a project to 
make sure that essential aspects of the problem are still the 
same as originally identi fi ed. Con fi rmatory evaluation is 
conducted to ensure that the right problem is being addressed 
and solved. More speci fi cally, con fi rmatory evaluation 
involves a systematic program analysis that is aimed at 

  Fig. 16.2    A representation of projects and programs       
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 attributing effects to causes as well as reexamining assump-
tions and the original problem situation; this is important in 
explaining signi fi cant effects as well as the lack of signi fi cant 
effects (Reynolds,  1998  ) .  

   Logic Models and Program/Project Evaluation 

 By way of summary, when conducting applied or development 
research, one may have a new educational technology or 
system that one believes will be bene fi cial in some way. 
This situation is a prime target for research and inquiry. One 
kind of inquiry often associated with development research 
is program (or project) evaluation. The basic questions are 
whether and to what extent an intervention (e.g., an innova-
tive technology or new learning environment or educational 
system) achieves its intended aims, and why it succeeded or 
fell short in some way. The emphasis is not on the technology 
as a product but rather on its use in promoting learning and/
or improving performance. One can imagine two kinds of 
studies emerging from a program evaluation: a  fi delity of 
implementation study (a kind of formative evaluation) and an 

impact study (a kind of summative evaluation) (see Fig.  16.2 ). 
The notion of a logic model can be used to explain the differ-
ences in these two kinds of research and evaluation studies 
(see Fig.  16.3 ). A logic model portrays a current situation 
and the associated problem, the implementation of an inter-
vention intended to address the problem situation, and the 
projected or the predicted outcomes and bene fi ts of that inter-
vention if and as successfully implemented. A theory of change 
that would explain why and how the intervention would lead 
from the problem state to the desired outcomes is normally 
associated with and depicted in a logic model. The  fi delity of 
implementation study could be structured such that the results 
of the study re fl ected degrees of successful implementation 
(as in high, medium, low, or superior, adequate, or marginal 
involving such variables as professional development and 
technology support). Having such data is useful in explain-
ing why and to what extent signi fi cant differences were or 
were not found in outcome variables. For additional detail 
on such studies, see the chapter by Jennifer Hamilton in this 
 Handbook .  

 The problem description is important as that is the outcome 
of some kind of analysis typically called a needs assessment. 

  Fig. 16.3    Logic models,  fi delity of implementation, and impact studies       
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The problem indicators become the targets of desired outcomes 
of the effort, which means that the impact study (summative 
evaluation) will measure the extent to which the problem 
situation has improved. However, the responsibility of pro-
gram evaluation far exceeds simply reporting outcomes, 
even when resources (time, funds, etc.) are included in the 
outcomes analysis. The work of program and project evalua-
tors begins with the analysis of the problem situation. Who 
was involved in the needs assessment? Were all stakeholders 
involved? Was there a divergence of views? How reliable 
were the methods and instruments used to collect and ana-
lyze needs assessment data? If the problem identi fi cation 
process is  fl awed, then it is unlikely that the subsequent 
development effort will produce desired outcomes. Evaluators 
should observe the early analysis and planning phases and 
provide formative feedback to help ensure that a comprehen-
sive and high-quality needs assessment drives the effort. 

 Since nearly all technology implementation efforts involve 
training users, it is important for evaluators to observe and 
report outcomes of training plans as well as actual training. 
Inadequacies in training often result in suboptimal outcomes 
even when the technology implemented is of high quality. 
Moreover, planning for change and properly preparing users 
for a new technology are critical for the successful diffusion 
of an innovation within an organization (Ellsworth,  2000 ; 
Rogers,  2003  ) . Again program evaluators have a responsibility 
to report any shortcomings or potential problem areas con-
cerning preparing users for an innovation; this responsibility 
falls into the category of formative evaluation. A formal 
analysis of how well the project or program is preparing end 
users for the effective integration of a new technology is 
known as a  fi delity of implementation study. Such a study is 
primarily aimed at the inputs and outputs in the logic model 
(see Fig.  16.3 ) and the degree to which the intervention can 
realistically be expected to support the underlying theory of 
change if it is properly or fully implemented. 

 A primary obligation of evaluators is to alert the imple-
mentation team and management of anything that might 
jeopardize the desired outcomes of the effort at any time dur-
ing the entire process of planning and implementing an inter-
vention. However, it is quite rare to  fi nd a project or a program 
that involves evaluators throughout the process in this way. 
Perhaps this lack of ongoing formative evaluation is another 
reason that few signi fi cant differences are reported even for 
well-supported educational technology efforts.  

   Evaluation vs. Research 

 Why include a chapter on program evaluation in a research 
handbook? Hopefully the answer is obvious enough at this 
point. In one sense, an evaluation effort represents one kind 
of applied research in the sense that an explanation for what 

has happened (or failed to happen) is developed, especially 
through the quantitative and qualitative data used in the 
 fi delity of implementation study. Evaluators often use the 
same tools and methods used by other educational research-
ers. One difference is the focus of evaluation vs. that of other 
forms of educational research. Evaluation is focused on 
decisions made during the planning and implementation of 
an intervention with the aim of helping to improve the effort 
so as to produce desired outcomes. Other forms of educa-
tional research are focused on answering questions that con-
tribute to a body of knowledge or the development of theories 
to explain a range of phenomenon (see    Popper,  1963  ) . Of 
course it can and does happen that program and project evalu-
ations inform research about the many phenomena associated 
with learning and instruction, so the distinction between edu-
cational project/program evaluation and education research is 
not sharp and distinct.  

   An Example 

 To suggest how the application of this approach to program 
evaluation might work, a brief discussion of an invented case 
is provided here. Obviously other approaches, methods, and 
instruments are possible to use. This case is meant to empha-
size the formative nature of program evaluation as this is the 
most challenging aspect to implement. 

 A school district has determined that a signi fi cant per-
centage of its students are at risk. In making this determina-
tion, the district used an expanded set of indicators that 
included some things beyond the control of district personnel 
(e.g., socioeconomic status, physical and learning disabilities, 
etc.), and some things that district personnel (both adminis-
trators and teachers) believed that they could in fl uence (e.g., 
absenteeism, test scores, pass/fail rates, graduation rates, dis-
cipline cases, etc.). The expanded set of indicators showed 
many more students at risk than teachers, administrators, and 
parents had previously imagined. District leadership then 
initiated focus group discussion with administrators, teach-
ers, parents, and students to determine what problems these 
groups perceived as most relevant to the situation. Two quite 
different kinds of problems were mentioned most often: (a) 
instruction that was not well suited to individual student 
needs, and (b) lack of easy, real-time access to data that 
would enable teachers and administrators to be more respon-
sive to individual student needs. 

 This needs assessment took place over the course of an 
entire year; it led the district to settle on a solution approach 
that involved an integrated data system that could provide 
data on individual students and that could also support 
differentiated instruction and personalized learning. Since the 
external evaluator was not involved in the needs assessment, 
there was an initial concern with regard to con fi rming the 
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problem situation as represented by district personnel. As it 
happened, the district had documented the process quite 
thoroughly, so the  fi rst thing the evaluator did was to review 
that documentation and con fi rm that the needs were real and 
worth addressing through additional focus group discussions 
with the relevant stakeholders. 

 Having settled on an approach to resolve the problematic 
situation, a grant was submitted and funded, a company was 
hired, and a project team put in place that included an exter-
nal evaluator. The goals of the project were focused on reduc-
ing absenteeism and discipline rates, increasing graduation 
rates, and improving test scores. These became the outcome 
indicators in the project’s logic model developed by the 
external evaluator. The theory of change was based on the 
notion that personalizing learning and making instruction 
relevant to individual student performance and interest would 
result in increased student interest and performance, thereby 
reducing absenteeism and discipline problems while increas-
ing test scores and graduation rates. That theory of change 
had some support in the published research literature, and it 
proved convincing to the funding agency. In this case, the 
impact study (summative evaluation) was easy to construct 
and implement since the measures were obvious and the data 
readily available. As it happened, the outcome measures did 
not provide suf fi cient basis to say that the intervention made 
a signi fi cant difference. In part, district personnel and the 
evaluator believed that this was because there was an in fl ux 
of new students to the district whose  fi rst language was not 
English and because the economic downturn caused some 
high school students to take part-time jobs leaving them with 
less time for studies. These facts partially explained the lack 
of signi fi cant impact in terms of the outcome indicators. 

 During the project, the evaluator collected information 
from administrators, faculty, students, and parents with regard 
to training for and use of the new data system. The focus was 
on the ability of the system to support teachers’ needs for 
timely information and students’ needs to have customized 
learning activities. Prior to the implementation of the system, 
the evaluator noticed that the company originally hired to 
provide the system was not responding to teachers’ needs for 
real-time information nor would the system be able to support 
personalized learning and differentiated instruction without 
extensive teacher intervention, which was not possible given 
existing workloads and enrollments. The evaluator recom-
mended requiring the company to comply with the district’s 
requirements or  fi nd a company that would. The district 
followed the evaluator’s recommendations and found a com-
pany that was able to deliver a system that was responsive to 
the needs of both students and teachers. Due to a delay, how-
ever, the initial training was not as thorough as it could have 
been. The evaluator documented the time spent on training 
and problems that teachers and students had with the new 
system; the evaluator then recommended additional training 

and support materials, which were developed, but not soon 
enough to impact the outcome indicators by the time the 
funded project ended. 

 Two things are worth noting. First, the evaluator (who is 
 fi ctitious of course) was able to add to the explanation of lack 
of signi fi cant difference on outcome indicators due to the 
implementation study that focused on the development pro-
cess and the training of teachers. In addition, the district did 
manage to deploy a new system that is having an impact, 
although that impact was delayed due to the change in soft-
ware providers. While the project itself could not report 
signi fi cant differences due to personalized learning and an 
integrated data management system, the project has evolved 
into a program that is now reporting signi fi cant differences, 
in part thanks to the formative evaluator’s recommendation 
with regard to the software development provider.  

   Conclusions 

 This chapter is intended as an introduction to an important 
area of educational research called program (or project) 
evaluation. The treatment of program evaluation here was 
not intended to be comprehensive or describe speci fi c evalu-
ation methods or tools. Rather, the intent was to stress the 
signi fi cance of  fi delity of implementation studies as they 
serve to explain the  fi ndings in an impact study, and to 
emphasize the responsibility of evaluators to report potential 
problem areas during a development effort to the implemen-
tation and management team. Readers can  fi nd a wealth of 
information on speci fi c program evaluation methods and 
tools elsewhere (Louw,  1999 ; Potter,  2006 ; Rao & Woolcock, 
 2003 ; Rossi, Lipsey, & Freeman,  2004  ) .      
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