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Abstract· We present construction of a 3-layer feedforward network called cascaded network and 
make a performance comparison with the conventional Backpropagation network [1] in terms of 
generalization ability of the trained networks. Cascaded networks are trained to realize category 
classification employing binary input vectors and locally represented target output vectors. 
Empirical study in [2] shows that when a neural network is trained to classify binary input vectors 
into locally represented binary target output vectors, better saturation of hidden outputs in response 
to the training set yields better robustness of the network, and in conventional Backpropagation 
network hidden outputs usually do not get saturated in response to the training set. Based on this 
observation a 3-layer cascaded network is constructed by cascading two 2-layer networks trained 
independently by delta rule [3] whose intermediate layer can be viewed as hidden layer and is 
trained to attain preassigned saturated outputs in response to the training set. Each input-output pair 
is associated with a preassigned code. Each 2-layer network can thus be considered as a separate 
module; the first module is trained with the training pattern as the binary input signal and the 
corresponding preassigned code as the teacher signal. The second module is trained with this 
preassigned code as the input signal and the desired binary output of the corresponding training 
pattern as the teacher signal. Thus the first module maps the training patterns onto the preassigned 
codes and the second maps these preassigned codes onto the desired outputs. After cascading, 
outputs of the first module become inputs to the second module and thus the intermediate layer of 
the resultant 3-layer cascaded network can be considered as the hidden layer which is trained to 
attain predefined saturated outputs as the internal representation of the training set. For linearly 
separable tasks cascaded network can be built straightforwardly as described earlier, and for 
nonlinearly separable task, cascaded network is constructed by employing high order cross product 
inputs at the input layer. These high order cross product inputs are implemented as the mutually 
disjoint cross products of the components of the binary input vectors received from the training 
patterns. Experimenting with character recognition problems we demonstrate by simulation results 
that, for both linearly and nonlinearly separable tasks with binary input and locally represented 
binary target out put vectors, cascaded network yields generalization ability far better than that of 
Backpropagation network. The better performance of cascaded network is duo to the attainment of 
saturated hidden outputs in response to the training set. 
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