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Summary. We consider time series which are realizations of a stochastic process. From the time series we construct various estimates of the spectral distribution function of the process (Section 3) and we study the sampling distributions of some functionals of these estimates (Sections 4-7). We then obtain confidence regions for the spectral distribution function and various tests of hypotheses in the normal case (Sections 8-10).

1. Introduction. Let us consider a real discrete parameter stochastic process' that is, a sequence of stochastic variables $x_{t}, t=\cdots,-1,0,1, \cdots{ }^{2}$ We introduce the quantities $E x_{t}=m_{t}$, the mean value sequence, and the covariances $\rho_{s, t}=E\left(x_{s}-m_{s}\right)\left(x_{t}-m_{t}\right)$. The process $y_{t}=x_{t}-m_{t}$ is said to be stationary in the wide sense if $\rho_{s, t}=\rho_{s-t}$. Then it follows from a theorem of Herglotz [10] that $\rho_{t}=\int_{-\pi}^{\pi} e^{i t \lambda} d F(\lambda)$ where $F(\lambda)$ is a bounded and nondecreasing function in $(-\pi, \pi) . F(\lambda)$ is called the spectral distribution function of the process as it can be said to describe the distribution of the spectral energy of the process (see Wold [22], p. 16). As $x_{t}$ is real, $\rho_{t}=\rho_{-t}$ and the distribution of the spectral energy is symmetric about zero.

Since knowledge of the distribution of the spectral energy is equivalent to knowledge of the covariance sequence, it is a matter of convenience which to choose in analyzing the process. The reduced process $y_{t}$ can be written as

$$
\begin{equation*}
y_{t}=\int_{-\pi}^{\pi} e^{i \lambda \lambda} d Z(\lambda) \tag{1.1}
\end{equation*}
$$

[3] where $Z(\lambda)$ is an orthogonal process such that

$$
\begin{align*}
E Z(\lambda) & =0 \\
E|Z(\lambda)-Z(\mu)|^{2} & =|F(\lambda)-F(\mu)| . \tag{1.2}
\end{align*}
$$

(For a discussion of stochastic integrals used in this paper see J. L. Doob, Stochastic Processes, John Wiley and Sons, 1953.) Hence $d F(\lambda)$ can be interpreted as the variance of the stochastic amplitude $d Z(\lambda)$ corresponding to the harmonic $e^{i t \lambda}$ in the Fourier expansion of $y_{t} . F(\lambda)$ seems to be more directly related to the structure of the process than the covariance sequence. Later on

[^0]we shall find other reasons for preferring to deal with the spectrum instead of the covariances.

We can decompose $F(\lambda)$ into three parts, $F(\lambda)=F_{a}(\lambda)+F_{d}(\lambda)+F_{s}(\lambda)$, where $F_{a}(\lambda)=\int_{-\pi}^{\lambda} f(l) d l, F_{d}(\lambda)=\sum_{\lambda_{\nu} \leqq \lambda} \Delta F\left(\lambda_{\nu}\right)$, and $F_{s}(\lambda)$ is constant except on a set of Lebesgue measure zero. Here $f(\lambda)=F^{\prime}(\lambda)$, the spectral density, is a nonnegative integrable function and the $\lambda_{\nu}$ 's are the points of discontinuity of $F(\lambda)$ with associated jumps $\Delta F\left(\lambda_{\nu}\right)>0$. We are going to deal with the absolutely continuous case, but will make a few remarks later on concerning possible discontinuities of the spectral distribution function.

A model of some practical interest is the following one. A linear filter $\mathcal{F}$ can be characterized by its output $a_{t}$ at time $t$ generated by a unit input at time 0 . It is not necessary for our purpose to demand that $a_{t}=0$ for $t<0$. Suppose we feed independent random impulses $\xi_{t}$, identically distributed with mean 0 and standard deviation 1, into the filter. Following Tukey we shall call a process of the type $\xi_{t}$ "pure white noise" as contrasted with a more general process $\eta_{t}$ with $E \eta_{t}=0, E \eta_{s} \eta_{t}=\delta_{s t}$ (called "white noise"), but where the $\eta$ 's are not necessarily independent. Note that in both cases one has a uniform spectrum, $F^{\prime}(\lambda)=(2 \pi)^{-1}$. The resulting output at time $t$ is then

$$
\begin{equation*}
y_{t}=\sum_{n=-\infty}^{\infty} a_{n} \xi_{t-n} \tag{1.3}
\end{equation*}
$$

If $\sum_{-\infty}^{\infty} a_{\nu}^{2}<\infty$, this sum converges with probability 1 (see Levy [15], p. 139142). If the input had been $\eta_{t}$ we would only be able to state convergence in the mean square. In both cases the spectrum is absolutely continuous with spectral density (see Karhunen [12], p. 71)

$$
f(\lambda)=\frac{1}{2 \pi}\left|\sum_{n=-\infty}^{\infty} a_{n} e^{-i n \lambda}\right|^{2}
$$

More restrictive conditions will be imposed on the process later. A process of the type (1.3) is called a linear process.

On the other hand, if a real stationary process $y_{t}$ has an absolutely continuous spectral distribution function $F(\lambda)=\int_{-\pi}^{\lambda} f(l) d l$, Doob (see Proceedings of the Berkeley Symposium on Mathematical Statistics and Probability, University of California Press, 1949, p. 327) has shown that

$$
\begin{equation*}
y_{t}=\sum_{n=-\infty}^{\infty} a_{n} \eta_{t-n} \tag{1.4}
\end{equation*}
$$

where we can choose $a_{n}=\int_{-\pi}^{\pi} e^{i n \lambda} \sqrt{f(\lambda)} d \lambda$ and $E \eta_{t}=0, E \eta_{s} \eta_{t}=\delta_{s}$. The $\eta$ 's are elements of the real Hilbert space spanned by the $y$ 's and an appropriately chosen set of real random variables (see [12], p. 42). They are then real and so are the $a$ 's. In the present paper we shall deal only with the linear proc-
esses. It would be interesting to extend the domain in which our results are valid to a more general class of processes.

A normally distributed process with an absolutely continuous spectrum is clearly linear as the $\eta$ 's appearing in (1.4) are then automatically independent and identically distributed.
2. Some methods that have been proposed for time series analysis. An important group of statistical problems arise in the following way. We observe a sample $x_{1}, x_{2}, \cdots, x_{N}$ (a time series) from the stochastic process $x_{t}$ and want to make inferential statements concerning the covariances, or equivalently the spectrum of $x_{t}$. There has been a long history of work aimed at answering such problems. A considerable part of the literature has been devoted to testing the independence of the observations, usually in the case of normal time series (for a list of references see [14]). Other statisticians have studied what one could call finite parameter schemes. Two important schemes of this type are the autoregressive scheme (2.1) and the moving average (2.2)

$$
\begin{align*}
& \sum_{n=0}^{p} b_{n} y_{t-n}=\xi_{t}  \tag{2.1}\\
& y_{t}=\sum_{n=0}^{p} \beta_{n} \xi_{t-n} \tag{2.2}
\end{align*}
$$

where the $b$ 's and the $\beta$ 's are constants. Specifying a priori an order $p$ for the process, they have given estimates for the coefficients and have devised tests for various hypotheses (for a list of references see [14]). Whittle [21] has gone further and has given tests for discriminating between finite parameter schemes of different orders without specifying the coefficients a priori.

Any linear process can be approximated as closely as is desired by a finite parameter scheme of sufficiently high order. In most practical situations, however, it does not seem realistic to take the order of the scheme as some number $p$, usually small, given a priori.

A great deal of the older literature has been devoted to the so-called periodogram analysis (see Kendall [13] for references). This was originally devised to deal with processes of the type

$$
x_{t}=\sum_{\nu=1}^{m}\left(A_{\nu} \sin \lambda_{\nu} t+B_{\nu} \cos \lambda_{\nu} t\right)+\xi_{t}
$$

where $m, A_{\nu}, B_{\nu}$, and $\lambda_{\nu}$ are unknown. Clearly $x_{t}$ has a spectrum with a discrete component. To estimate the frequencies $\lambda_{\nu}$ the following statistic called the periodogram

$$
\begin{aligned}
I_{N}(\lambda) & =\frac{1}{2 \pi N}\left|\sum_{\nu=1}^{N} x_{\nu} e^{-i \nu \lambda}\right|^{2} \\
& =\frac{1}{2 \pi N}\left[\left(\sum_{\nu=1}^{N} x_{\nu} \cos \nu \lambda\right)^{2}+\left(\sum_{\nu=1}^{N} x_{\nu} \sin \nu \lambda\right)^{2}\right]
\end{aligned}
$$

has been used. A rationale for this method is that $I_{N}(\lambda)$ can be shown to diverge to infinity as $N \rightarrow \infty$ if $\lambda$ coincides with some frequency $\lambda_{\nu}$. Hence if $I_{N}(\lambda)$ is large we suspect that $\lambda$ is one of the frequencies $\lambda_{\nu}$ of the scheme. For a corresponding test of significance see Fisher [6].

Periodogram analysis is not immediately applicable to the case of an absolutely continuous spectrum. However, some work of the last few years has indicated that when it is properly modified, it is the most powerful method that has been found to work without very special assumptions concerning the covariance structure of the process. We would like to mention especially Bartlett [1], [2], and Tukey [20].

A brief discussion of some of the results of this paper can be found in [9].
3. Some preliminary considerations. Consider a process

$$
y_{t}=\int_{-\pi}^{\pi} e^{-i t \lambda} d Z(\lambda)=\sum_{\nu} Z_{\nu} e^{-i t \lambda}+y_{t}^{\prime}
$$

where $y_{t}^{\prime}$ is the component of the process with a continuous spectrum and the other term is the one with a discrete spectrum. If we observe a complete realization $y_{t},-\infty<t<\infty$, we can specify the sample value of any $Z_{\nu}$ with probability one. However, we cannot estimate $E\left|Z_{\nu}\right|^{2}=\Delta F\left(\lambda_{\nu}\right)$ consistently unless $\left|Z_{\nu}\right|$ is constant with probability one. We note in passing that the model of random phases in which $Z_{\nu}=A_{\nu} e^{i \varphi_{\nu} \nu}$, where the $\varphi_{\nu}$ 's are independent and uniformly distributed in $(-\pi, \pi)$ and the $A_{\nu}$ 's are constants, has this property and is not without interest (see Lêvy [16], p. 114).

Although the periodogram is a legitimate tool for estimating the frequencies $\lambda_{\nu}$ of a discrete spectrum as has been remarked above, it cannot be used to estimate the spectral density of an absolutely continuous spectrum consistently [7]. Still the periodogram plays a fundamental role in our paper as our estimates are closely related to it.

Let $y_{t}$ be a linear process and let the $\xi$ 's used in constructing the process have a fourth moment $\mu_{4}$. We set

$$
e=\mu_{4}-3 .
$$

Note that $e$ is the fourth cumulant of the random variables $\xi$. The periodogram $I_{N}(\lambda)$ of the process $y_{t}$ then is

$$
\begin{aligned}
I_{N}(\lambda) & =\frac{1}{2 \pi N}\left|\sum_{i=1}^{N} y_{t} e^{-i t \lambda}\right|^{2} \\
& =\frac{C_{0}}{2 \pi N}+\frac{1}{\pi N} \sum_{\nu=1}^{N-1} C_{\nu} \cos \nu \lambda
\end{aligned}
$$

where $C_{\nu}=\sum_{t=1}^{N-v} y_{t} y_{t+v}$. We are interested in statistics of the form

$$
\begin{equation*}
\Phi_{N}=\int_{-\pi}^{\pi} I_{N}(l) \phi(l) d l \tag{3.1}
\end{equation*}
$$

where $\phi(l)$ is bounded, symmetric about zero, and has at most a finite number of discontinuities. Let

$$
\begin{equation*}
\Phi=\int_{-\pi}^{\pi} f(l) \phi(l) d l . \tag{3.2}
\end{equation*}
$$

Theorem 1. Let $\Phi_{N}, \Phi$ be defined as in (3.1), (3.2) and let $\Psi_{N}, \Psi$ be defined analogously with weight function $\psi$. If the spectral density $f(l)$ is continuous

$$
\lim _{N \rightarrow \infty} E \Phi_{N}=\Phi, \quad \lim _{N \rightarrow \infty} E \Psi_{N}=\Psi
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N \operatorname{cov}\left(\Phi_{N}, \Psi_{N}\right)=e \Phi \Psi+4 \pi \int_{-\pi}^{\pi} f^{2}(l) \psi(l) \phi(l) d l \tag{3.3}
\end{equation*}
$$

Proof. By definition of $\Phi_{N}$

$$
\begin{equation*}
E \Phi_{N}=\int_{-\pi}^{\pi} E I_{N}(l) \phi(l) d l \tag{3.4}
\end{equation*}
$$

But using (1.1)

$$
I_{N}(l)=\frac{1}{2 \pi N}\left|\sum_{i}^{N} y_{\nu} e^{-i \nu l}\right|^{2}=\frac{1}{2 \pi N}\left|\int_{-\pi}^{\pi} e^{-i(\lambda-l)} \frac{1-e^{i N(\lambda-l)}}{1-e^{i(\lambda-l)}} d Z(\lambda)\right|^{2}
$$

and hence from (1.2)

$$
\begin{aligned}
E I_{N}(l) & =\frac{1}{2 \pi N} \int_{-\pi}^{\pi}\left|e^{i(\lambda-l)} \frac{1-e^{i N(\lambda-l)}}{1-e^{i(\lambda-l)}}\right|^{2} d E|Z(\lambda)|^{2} \\
& =\frac{1}{2 \pi N} \int_{-\pi}^{\pi} \frac{\sin ^{2} \frac{N}{2}(\lambda-l)}{\sin ^{2} \frac{\lambda-l}{2}} f(\lambda) d \lambda
\end{aligned}
$$

which tends to $f(l)$ as $N \rightarrow \infty$. But the integrand in (3.4) is bounded by

$$
|\phi(\lambda)| \max _{\lambda} f(\lambda)
$$

so that we have $E \Phi_{N} \rightarrow \Phi$ as $N \rightarrow \infty$.
Let us now consider $N \operatorname{cov}\left(\Phi_{N}, \Psi_{N}\right)$. We have

$$
N \operatorname{cov}\left(I_{N}(\lambda), I_{N}(\mu)\right)=\frac{1}{4 \pi^{2} N} \sum_{\alpha, \beta, \gamma, \delta=1}^{N} \operatorname{cov}\left(y_{\alpha} y_{\beta}, y_{\gamma} y_{\delta}\right) e^{i \lambda(\alpha-\beta)-i \mu(\gamma-\delta)}
$$

But

$$
\begin{aligned}
E y_{\alpha} y_{\beta} y_{\gamma} y_{\delta} & =\sum_{\nu_{1}, \nu_{2}, \nu_{3}, \nu_{4}=-\infty}^{\infty} a_{\alpha-\nu_{1}} a_{\beta-\nu_{2}} a_{\gamma-\nu_{s}} a_{\delta-\nu_{4}} E \xi_{\nu_{1}} \xi_{\nu_{2}} \xi_{\nu_{3}} \xi_{\nu_{4}} \\
& =\left(\mu_{4}-3\right) \sum_{\nu=-\infty}^{\infty} a_{\alpha-\nu} a_{\beta-\nu} a_{\gamma-\nu} a_{\delta-\nu}+\sum_{\nu, \mu=-\infty}^{\infty} a_{\alpha-\nu} a_{\beta-\nu} a_{\gamma-\mu} a_{\delta-\mu} \\
& +\sum_{\nu, \mu=-\infty}^{\infty} a_{\alpha-\nu} a_{\beta-\mu} a_{\gamma-\mu} a_{\delta-\nu}+\sum_{\nu, \mu=-\infty}^{\infty} a_{\alpha-\nu} a_{\beta-\mu} a_{\gamma-\nu} a_{\delta-\mu}
\end{aligned}
$$

so that

$$
\operatorname{cov}\left(y_{\alpha} y_{\beta}, y_{\gamma} y_{\delta}\right)=\left(\mu_{4}-3\right) \sum_{\nu=-\infty}^{\infty} a_{\alpha-\nu} a_{\beta-\nu} a_{\gamma-\nu} a_{\delta-\nu}+\rho_{\alpha-\delta} \rho_{\beta-\gamma}+\rho_{\alpha-\gamma} \rho_{\beta-\delta}
$$

The fourth moments of $Y_{\alpha}$ can be shown to exist and the operations that have been carried out can be justified by a repeated application of Schwarz' inequality and Fatou's lemma. Hence
$N \operatorname{cov}\left(\Phi_{N}, \Psi_{N}\right)=\frac{1}{4 \pi^{2} N}$

$$
\begin{array}{r}
\left\{\sum_{\alpha, \beta, \gamma, \delta=1}^{N}\left[\left(\mu_{4}-3\right) \sum_{\nu=-\infty}^{\infty} a_{\alpha-\nu} a_{\beta-\nu} a_{\gamma-\nu} a_{\delta-\nu}+\rho_{\alpha-\delta} \rho_{\beta-\gamma}+\rho_{\alpha-\gamma} \rho_{\beta-\delta}\right] \phi_{\alpha-\beta} \bar{\psi}_{\gamma-\delta}\right\} \\
=S_{1}+S_{2}+S_{3}
\end{array}
$$

where $\phi_{\nu}=\int_{-\pi}^{\pi} e^{i \nu \lambda} \phi(\lambda) d \lambda$ and $\psi_{\nu}$ is defined analogously.
We first deal with $S_{1}$. Note that

$$
\begin{aligned}
S_{1} & =\frac{\mu_{4}-3}{4 \pi^{2} N} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \sum_{\nu=-\infty}^{\infty} \sum_{\alpha, \beta=1}^{N} a_{\alpha-\nu} a_{\beta-\nu} e^{i(\alpha-\beta) \lambda} \sum_{\gamma, \delta=1}^{N} a_{\gamma-\nu} a_{\delta-\nu} e^{-i(\gamma-\delta) \mu} \phi(\lambda) \psi(\mu) d \lambda d \mu \\
& =\frac{\mu_{4}-3}{4 \pi^{2} N} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \sum_{\nu=-\infty}^{\infty}\left|\sum_{\alpha=1}^{N} a_{\alpha-\nu} e^{i \alpha \lambda}\right|^{2}\left|\sum_{\gamma=1}^{N} a_{\gamma-\nu} e^{i \gamma \mu}\right|^{2} \phi(\lambda) \psi(\mu) d \lambda d \mu
\end{aligned}
$$

First we consider the special case

$$
\phi(\lambda)=e^{-i n \lambda}, \quad \psi(\mu)=e^{-i n \mu}
$$

The function

$$
c_{n, m}(\lambda)=\sum_{k=-\infty}^{\infty} a_{k} a_{k-n} e^{i k \lambda} \sum_{l=-\infty}^{\infty} a_{l} a_{l-m} e^{-i l \lambda}
$$

is continuous. We have

$$
\frac{1}{2 \pi} \int_{-\pi}^{\pi} c_{n, m}(\lambda) e^{-i(\alpha-\gamma) \lambda} d \lambda=\sum_{\nu=-\infty}^{\infty} a_{\alpha-\nu} \alpha_{\alpha-n-\nu} a_{\gamma-\nu} a_{\gamma-m-\nu}
$$

so that

$$
S_{1}\left(e^{-i n \lambda} e^{-i m \mu}\right)=\frac{e}{4 \pi^{2} N}(2 \pi)^{2} \sum_{\alpha=\max (1,1+m)}^{\min (N, N+m)} \sum_{\gamma=\max (1,1+n)}^{\min (N, N+n)} \frac{1}{2 \pi} \int_{-\pi}^{\pi} c_{n, m}(\lambda) e^{-i(\alpha-\gamma) \lambda} d \lambda
$$

But then

$$
\begin{aligned}
S_{1}\left(e^{-i n \lambda} e^{-i m \mu}\right)= & \frac{e}{2 \pi N} \int_{-\pi}^{\pi} e^{\frac{i(n-m) \lambda}{2}} c_{n, m}(\lambda) \frac{\sin \frac{N-m}{2} \lambda \sin \frac{N-n}{2} \lambda}{\sin ^{2} \frac{\lambda}{2}} d \lambda \\
& =\frac{e}{2 \pi N} \int_{-\pi}^{\pi} e^{\frac{i(n-m) \lambda}{2}} c_{n, m}(\lambda) \\
& {\left[\frac{\sin ^{2} \frac{N-n}{2} \lambda}{\frac{\sin ^{2} \frac{\lambda}{2}}{2}} \cos \frac{n-m}{2} \lambda+\frac{1}{2} \frac{\sin (N-n) \lambda \sin \frac{n-m}{2} \lambda}{\sin ^{2} \frac{\lambda}{2}}\right] d \lambda . }
\end{aligned}
$$

Using [5] we see that the second term is dominated by constant $(\log N) /(N) \rightarrow 0$ as $N \rightarrow \infty$. The first term tends to $e c_{n, m}(0)=e \rho_{n} \rho_{m}$. Now let us consider a finite trigonometric polynomial

$$
h(\lambda, \mu)=\sum_{n, m=-p}^{p} h_{n, m} e^{-i n \lambda} e^{-i m \mu}
$$

in place of $\phi(\lambda) \psi(\lambda)$ in $S_{1}$. Then

$$
\lim _{N \rightarrow \infty} S_{1}(h(\lambda, \mu))=\frac{e}{4 \pi^{2}} \sum_{n, m=-p}^{p} h_{n, m} \rho_{n} \rho_{m}=e \int_{0}^{\pi} \int_{0}^{\pi} h(\lambda, \mu) f(\lambda) f(\mu) d \lambda d \mu
$$

Now given any $\phi(\lambda)$ and $\psi(\mu)$, we can choose two finite trigonometric polynomials $h_{1}(\lambda, \mu), h_{2}(\lambda, \mu)$ such that

$$
h_{1}(\lambda, \mu) \leqq \phi(\lambda) \psi(\mu) \leqq h_{2}(\lambda, \mu), \quad \int_{-\pi}^{\pi} \int_{-\pi}^{\pi}\left[h_{2}(\lambda, \mu)-h_{1}(\lambda, \mu)\right] d \lambda d \mu<\epsilon
$$

Then $S_{1}(\phi(\lambda) \psi(\mu))$ lies between $S_{1}\left(h_{1}(\lambda, \mu)\right), S_{1}\left(h_{2}(\lambda, \mu)\right)$ and hence

$$
\varlimsup_{N \rightarrow \infty}, \lim _{N \rightarrow \infty} S_{1}(\phi(\lambda) \psi(\mu))
$$

lies between $e \int_{0}^{\pi} \int_{0}^{\pi} h_{1}(\lambda, \mu) f(\lambda) f(\mu) d \lambda d \mu$ and $e \int_{0}^{\pi} \int_{0}^{\pi} h_{2}(\lambda, \mu) f(\lambda) f(\mu) d \lambda d \mu$. On letting $\epsilon \rightarrow 0$ we see that

$$
\lim _{N \rightarrow \infty} S_{1}(\phi(\lambda) \psi(\mu))=e \int_{0}^{\pi} \phi(\lambda) f(\lambda) d \lambda \int_{0}^{\pi} \psi(\mu) f(\mu) d \mu
$$

To evaluate the remainder $S_{2}+S_{3}$ of $\operatorname{cov}\left(\Phi_{N}, \Psi_{N}\right)$ we note that it would be the actual covariance if the process were normal. But in this case the limiting covariance has been evaluated in [7] when $\phi$ and $\psi$ are even, although under the restriction that the spectral density has a continuous derivative. However, an argument similar to that just carried out above indicates that the result in [7] is valid for continuous $f(\lambda)$. This proves (3.3).

One should note that as the periodogram is an even function, it is sufficient to consider estimates of the form $\Phi_{N}=\int_{0}^{\pi} I_{N}(\lambda) \phi(\lambda) d \lambda$ corresponding to the weight function $\frac{1}{2}[\phi(\lambda)+\phi(-\lambda)]$. Expression (3.3) then becomes

$$
\lim _{N \rightarrow \infty} N \operatorname{cov}\left(\Phi_{.}, \Psi_{N}\right)=e \Phi \Psi+2 \pi \int_{0}^{\pi} f^{2}(l) \phi(l) \psi(l) d l .
$$

The following theorem gives an estimate of the speed with which $E \Phi_{v}$ converges to $\Phi$.

Theorem 2. Suppose that $f(\lambda)$ has a bounded derivative. Then

$$
E \Phi_{N}=\Phi+0(\log N / N)
$$

Proof. By the proof of Theorem 1

$$
E \Phi_{N}-\Phi=\int_{-\pi}^{\pi} \frac{1}{2 \pi N} \int_{-\pi}^{\pi} \frac{\sin ^{2} \frac{N}{2}(\lambda-l)}{\sin ^{2} \frac{\lambda-l}{2}}[f(l)-f(\lambda)] \phi(\lambda) d \lambda d l
$$

But we have uniformly $f(l)-f(\lambda)=O(l-\lambda)$ so that

$$
E \Phi_{N}-\Phi=\frac{1}{2 \pi N} \int_{-2 \pi}^{2 \pi} \frac{\sin ^{2} \frac{N}{2} x}{\sin ^{2} \frac{x}{2}} O(|x|) \sqrt{2}(2 \pi-|x|) d x \leqq \frac{K \log N}{N}
$$

according to [5].
We remark that if the function $f(\lambda)$ defined on the real line with period $2 \pi$ has a bounded second derivative everywhere we get instead $E \Phi_{N}-\Phi=O(1 / N)$.

We now prove three elementary lemmas that are required in the development of the main results of the paper. These results have been proved under conditions that are probably far from necessary. But we believe these conditions give an idea of the practical domain of applicability of the results.

In the remainder of the paper we shall assume that $E\left|\xi_{\nu}\right|^{8}<\infty$.
Lemma 1. Consider the covariances $c_{\nu}=\sum_{n=1}^{N-|\nu|} \xi_{n} \xi_{n+|\nu|}$. Then if $\nu, \mu \neq 0$

$$
\left|E c_{\nu} c_{\nu+j} c_{\mu} c_{\mu+j}\right| \leqq\left\{\begin{array}{lll}
A_{1} N & \text { if } & \mu \neq \nu  \tag{3.5}\\
A_{2} N^{2} & \text { if } & \mu=\nu
\end{array}\right.
$$

The reader should notice that $C_{\nu}$ refers to the $y$-process and $c_{\nu}$ to the $\xi$-process.
Proof. It is clear that (3.5) is made up of terms of the type $E \prod_{i=1}^{8} \xi_{n}$. If one of the indices $n_{i}$ is different from the rest this term vanishes. As each of the terms is bounded by $E\left|\xi_{\nu}\right|^{8}$, it is sufficient for our purpose to enumerate the nonvanishing terms. But we have restraints, say

$$
n_{2}=n_{1}+a, \quad n_{4}=n_{3}+b, \quad n_{6}=n_{5}+c, \quad n_{8}=n_{7}+d
$$

where we do not yet specify the integers $a, b, c, d$ except that they should all be different from zero. We can then treat the eight variables in a completely symmetric way. Let us fix $n_{1}$. As $n_{2} \neq n_{1}, n_{2}$ has to be equal to some other $n_{i}$, say $n_{3}$.

Now we separate two cases. As $n_{5} \neq n_{6}$, it has to be equal to one of $n_{1}, n_{2}$, $n_{3}, n_{4}$ or to one of $n_{7}, n_{8}$. Let us consider the first alternative. Then $n_{7}$ has to be equal to one of $n_{1}, n_{2}, n_{3}, n_{4}, n_{5}, n_{6}$ and whichever we choose, we have

$$
n_{i}=n_{1}+\alpha_{i}, \quad i=2,3, \cdots, 8
$$

As $1 \leqq n_{i} \leqq N$ this gives us at most $N$ possibilities.
In the second alternative let us take $n_{5}=n_{7}$. If any of $n_{1}, n_{2}, n_{3}, n_{4}$ is equal to any of $n_{5}, n_{6}, n_{7}, n_{8}$ we have again a system of restrictions of type (3.6) and hence again at most $N$ possibilities so we can exclude this case. But $n_{2}=n_{3} \neq n_{1}$ and $n_{6} \neq n_{7}=n_{5}$ so that the only other way of getting a nonvanishing term is $n_{2}=n_{4}, n_{6}=n_{8}$, which requires that $a=b, c=d$. If that is the case we clearly get at most $N^{2}$ possibilities. The result now follows easily.

Lemma 2. The distribution of the variables $\left(c_{0}-N\right) / \sqrt{\bar{N}}, c_{1} / \sqrt{\bar{N}}, \cdots, c_{k} / \sqrt{\bar{N}}$ tends to the distribution of $k+1$ normal and independent variables with mean zero and variances $e+2,1,1, \cdots, 1$.

Proof. Introduce

$$
z_{j}=t_{0}\left(\xi_{j}^{2}-1\right)+t_{1} \xi_{j} \xi_{j+1}+\cdots+t_{k} \xi_{j} \xi_{j+k}
$$

so that

$$
U_{N}=\frac{1}{\sqrt{N}} \sum_{j=1}^{\mathrm{N}} z_{j}=\frac{1}{\sqrt{N}}\left[t_{0}\left(c_{0}-N\right)+t_{1} c_{1}^{\prime}+\cdots+t_{k} c_{k}^{\prime}\right]
$$

where

$$
c_{\nu}^{\prime}=c_{\nu}+\sum_{j=N-\nu+1}^{N} \xi_{j} \xi_{j+\nu}, \quad \quad \nu>0
$$

It is evident that $\left(c_{\nu}^{\prime}-c_{\nu}\right) /(\sqrt{N}) \rightarrow 0$ in probability as $N \rightarrow \infty$. But $z_{j}$ is a stationary $(k+1)$-dependent sequence of random variables. Applying a theorem of Hoeffding and Robbins [11] we see that $U_{N}$ is asymptotically normal with mean zero and variance $t_{0}^{2}(e+2)+\sum_{1}^{k} t_{\nu}^{2}$. Hence

$$
E e^{i U_{N}}=E \exp \left\{i t_{0} \frac{c_{0}-N}{\sqrt{\bar{N}}}+i \sum_{1}^{k} t_{\nu} \frac{c_{\nu}^{\prime}}{\sqrt{N}}\right\} \rightarrow e^{-\frac{1}{2}\left[t_{0}^{2}(e+2)+\sum_{1}^{k} t_{\nu}^{2}\right]}
$$

which proves the lemma.
Lemma 3. If $y_{t}$ is a normal process with a positive spectral density having an integrable second derivative, then $a_{\nu}$ can be chosen so that $a_{\nu}=O\left(1 / \nu^{2}\right)$.
Proof. Choose $a_{\nu}$ so that $a_{\nu}=\int_{-\pi}^{\pi} e^{i \nu \lambda} \sqrt{f(\lambda)} d \lambda$ and integrate by parts twice. The result follows immediately.

## 4. Treatment of pure white noise.

Theorem 3. Consider the empirical spectral distribution function

$$
F_{N, \xi}^{*}(\lambda)=\int_{0}^{\lambda} I_{N, \xi}(l) d l
$$

where

$$
I_{N, \xi}(\lambda)=\frac{1}{2 \pi N} \cdot\left|\sum_{\nu=1}^{N} \xi_{\nu} e^{-i \lambda \lambda}\right|^{2} .
$$

Then the limiting probability distribution of

$$
\max _{0 \leqq \lambda \leqq \pi} \sqrt{\bar{N}}\left|F_{N, \xi}^{*}(\lambda)-\frac{\lambda}{2 \pi}\right|
$$

as $N \rightarrow \infty$ is the same as that of

$$
\max _{0 \leqq \lambda \leqq \pi}|\zeta(\lambda)|
$$

where $\zeta(\lambda)$ is a normally distributed process with mean zero and covariance

$$
E \zeta(\lambda) \zeta(\mu)=\frac{e \lambda \mu}{4 \pi^{2}}+\frac{1}{2 \pi} \min (\lambda, \mu) .
$$

Proof. We have

$$
\begin{aligned}
& \sqrt{\bar{N}}\left[F_{N, \xi}^{*}(\lambda)-\frac{\lambda}{2 \pi}\right]=\frac{\lambda}{2 \pi}\left(\frac{c_{0}}{\sqrt{N}}-\sqrt{\bar{N}}\right)+\sum_{1}^{N-1} \frac{c_{\nu}}{\sqrt{N}} \frac{\sin \nu \lambda}{\pi \nu} \\
&=s_{N, k}(\lambda)+r_{N, k}(\lambda)
\end{aligned}
$$

where $s_{N, k}(\lambda)$ consists of the first term and the $k-1$ first summands of the sum. We shall show that with probability close to one, for sufficiently large $k$, $\left|r_{N, k}(\lambda)\right|$ is small uniformly in $N, \lambda$.
Let us consider

$$
\left|\sum_{\nu=m}^{l} \frac{c_{v}}{\sqrt{N}} \frac{\sin \nu \lambda}{\nu}\right| \leqq\left|\sum_{\nu=m}^{l} \frac{c_{v}}{\sqrt{N}} \frac{e^{i \nu \lambda}}{\nu}\right|
$$

where $0<m<l<N$. But

$$
\left|\sum_{\nu=m}^{l} \frac{c_{\nu}}{\sqrt{N}} \frac{e^{i \lambda \lambda}}{\nu}\right|^{2} \leqq 2 \sum_{j=0}^{l-m}\left|\sum_{\nu=m}^{l-j} \frac{c_{\nu} c_{\nu+j}}{N \nu(\nu+j)}\right| .
$$

To get a bound for this sum we consider

$$
\begin{equation*}
E\left|\sum_{\nu=m}^{l-j} \frac{c_{\nu} c_{\nu+j}}{N \nu(\nu+j)}\right|^{2}=\sum_{\nu, \mu=m}^{l-j} \frac{E c_{\nu} c_{\nu+j} c_{\mu} c_{\mu+j}}{N^{2} \nu(\nu+j) \mu(\mu+j)} . \tag{4.1}
\end{equation*}
$$

We know by Lemma 1 that

$$
\left|E c_{\nu} c_{\nu+j} c_{\mu} c_{\mu+j}\right| \leqq\left\{\begin{array}{lll}
A_{2} N^{2} & \text { if } & \nu=\mu \\
A_{1} N & \text { if } & \nu \neq \mu .
\end{array}\right.
$$

Thus the expression in (4.1) is bounded (use the Schwarz inequality) by

$$
A_{2} \sum_{\nu=m}^{l-j} \frac{1}{\nu^{2}(\nu+j)^{2}}+\frac{A_{1}}{N} \sum_{\nu, \mu=m}^{l-j} \frac{1}{\nu(\nu+j) \mu(\mu+j)} \leqq \sum_{\nu=m}^{l-j} \frac{A_{3}}{\nu^{2}(\nu+j)^{2}} .
$$

Now we choose $m=2^{p}$ and $l=2^{p+1}$. Then again using the Schwarz inequality we get

$$
\begin{aligned}
E \max _{0 \leqq \lambda \leqq \pi}\left|\sum_{\nu=2 p}^{2 p+1} \frac{c_{\nu}}{\sqrt{N}} \frac{\sin \nu \lambda}{\nu}\right| \leqq A_{4} \sum_{j=0}^{2 p} & {\left[\sum_{\nu=2 p}^{2 p+1-j} \frac{1}{\nu^{2}(\nu+j)^{2}}\right]^{1 / 2} } \\
& \leqq A_{5} \sum_{j=0}^{2 p} \frac{1}{2^{3 \nu / 2}}=A_{5} / 2^{p / 2} .
\end{aligned}
$$

Let $k=2^{n}$. Then with probability greater than $1-A_{5} / 2^{p / 4}$

$$
T_{p}=\max _{0 \leqq \lambda \leqq \pi}\left|\sum_{\nu=2^{p}}^{2 p+1} \frac{c_{\nu}}{\sqrt{N}} \frac{\sin \nu \lambda}{\nu}\right|<\frac{1}{2^{p / 4}} .
$$

Consequently

$$
\left|r_{N, k}(\lambda)\right| \leqq \sum_{p=n}^{[\log N]+1} T_{p} \leqq A_{6} \frac{1}{2^{n / 4}}
$$

with probability greater than $1-A_{6} / 2^{n / 4}$. Choosing $n$ sufficiently large $\left|r_{N, k}(\lambda)\right|$ is uniformly small.

We want to find the limiting value of

$$
P\left(\max _{0 \leqq \lambda \leqq \pi} \sqrt{N}\left|F_{N, \xi}^{*}(\lambda)-\frac{\lambda}{2 \pi}\right| \leqq \alpha\right) .
$$

But from what we have just shown, we see that for any $\epsilon, \delta>0$

$$
\begin{aligned}
P\left(\max _{0 \leqq \lambda \leqq \pi}\left|s_{N, k}(\lambda)\right|<\alpha-\epsilon\right)-\delta \leqq P\left(\max _{0 \leqq \lambda \leqq \pi} \sqrt{N}\left|F_{N, \xi}^{*}(\lambda)-\frac{\lambda}{2 \pi}\right| \leqq \alpha\right) \\
\leqq P\left(\max _{0 \leqq \lambda \leqq \pi}\left|s_{N, k}(\lambda)\right|<\alpha+\epsilon\right)+\delta
\end{aligned}
$$

for $k$ sufficiently large, uniformly in $N>N(\epsilon, \delta)$. But

$$
s_{N, k}(\lambda)=\frac{c_{0}-N}{2 \pi \sqrt{N}} \lambda+\frac{1}{\pi} \sum_{1}^{k} \frac{c_{\nu}}{\sqrt{\bar{N}}} \frac{\sin \nu \lambda}{\nu}
$$

and we have shown in Lemma 2 that the joint distribution of $\left(c_{0}-N\right) / \sqrt{N}$, $c_{1} / \sqrt{N}, \cdots, c_{k} / \sqrt{N}$ ( $k$ fixed) converges to the distribution of $k$ independent normal variables with common mean zero and variances $e+2,1,1, \cdots, 1$. Consider the related process

$$
s_{k}(\lambda)=\frac{\gamma_{0}}{2 \pi} \sqrt{e+2} \lambda+\sum_{1}^{k} \frac{\gamma_{\nu}}{\pi} \frac{\sin \nu \lambda}{\nu}
$$

where the $\gamma$ 's are $N(0,1)$ and independent. It is easily seen that

$$
\lim _{N \rightarrow>\infty} P\left(\max _{0 \leqq \lambda \leqq \pi}\left|s_{N, k}(\lambda)\right| \leqq \alpha\right)=P\left(\max _{0 \leqq \lambda \leqq \pi}\left|s_{k}(\lambda)\right| \leqq \alpha\right)
$$

as the relevant point set in $(k+1)$-space is closed [18]. But on letting $k$ tend to infinity $s_{k}(\lambda)$ converges uniformly to

$$
\zeta(\lambda)=\frac{\gamma_{0}}{2 \pi} \sqrt{e+2} \lambda+\sum_{1}^{\infty} \frac{\gamma_{\nu}}{\pi} \frac{\sin \nu \lambda}{\nu}
$$

(see Paley-Wiener [17], p. 148-151). But then

$$
\begin{aligned}
P\left(\max _{0 \leqq \lambda \leqq \pi}|\zeta(\lambda)|<\alpha-\epsilon\right)-\delta<P\left(\max _{0 \leqq \lambda \leqq \pi}\right. & \left.\sqrt{N}\left|F_{N, \xi}^{*}(\lambda)-\frac{\lambda}{2 \pi}\right| \leqq \alpha\right) \\
& <P\left(\max _{0 \leqq \lambda \leqq \pi}|\zeta(\lambda)|<\alpha+\epsilon\right)+\delta
\end{aligned}
$$

and if $N \rightarrow \infty$ we can let $\delta, \epsilon \rightarrow 0$. Since the distribution function of $\max _{0 \leqq \lambda \leqq \pi}$ $|\zeta(\lambda)|$ is continuous (see Section 7), this completes the proof.
5. Reduction to pure white noise. Let $G(\lambda)=\int_{0}^{\lambda} f^{2}(l) d l$.

Theorem 4. Let $f(\lambda)$ be a nonnegative absolutely continuous function. Then
$\lim _{N \rightarrow \infty} P\left\{\max _{0 \leqq \lambda \leqq \pi} \sqrt{N}\left|\int_{0}^{\lambda} f(l)\left\{2 \pi I_{N, \xi}(l)-1\right\} d l\right| \leqq \alpha\right\}=P\left\{\max _{0 \leqq \lambda \leqq \pi}|\eta(\lambda)|<\alpha\right\}$
where $\eta(\lambda)$ is the normal process with, $E \eta(\lambda)=0, E \eta(\lambda) \eta(\mu)=e F(\lambda) F(\mu)$ $+2 \pi G(\min (\lambda, \mu))$.

Proof. Integrating by parts we have

$$
\begin{aligned}
\int_{0}^{\lambda} f(l)\left\{2 \pi I_{N, \xi}(l)-1\right\} d l=2 \pi f(\lambda) & {\left[F_{N, \xi}^{*}(\lambda)-\frac{\lambda}{2 \pi}\right] } \\
& -\int_{0}^{\lambda} 2 \pi f^{\prime}(l)\left[F_{N, \xi}^{*}(l)-\frac{l}{2 \pi}\right] d l
\end{aligned}
$$

Given $\epsilon>0$, by Theorem 3 we know that

$$
\max _{0 \leqq \lambda \leqq \pi}\left|\sqrt{N}\left(F_{N, \xi}^{*}(\lambda)-\frac{\lambda}{2 \pi}\right)-s_{N, k}(\lambda)\right|<\epsilon
$$

with probability $1-\epsilon$ uniformly in $N>N(\epsilon)$ for $k$ sufficiently large. But then

$$
\begin{aligned}
& \max _{0 \leqq \lambda \leqq \pi} \left\lvert\, f(\lambda)\left[\sqrt{N}\left(F_{N, \xi}^{*}(\lambda)-\frac{\lambda}{2 \pi}\right)-s_{N, k}(\lambda)\right]\right. \\
& \left.-\int_{0}^{\lambda} f^{\prime}(l)\left[\sqrt{N}\left(F_{N, \xi}^{*}(l)-\frac{l}{2 \pi}\right)-s_{N, k}(l)\right] d l \right\rvert\,<B_{1} \epsilon
\end{aligned}
$$

with probability $1-\epsilon$. However,

$$
\begin{aligned}
& P\left\{\max _{0 \leqq \lambda \leqq \pi}\left|f(\lambda) s_{N, k}(\lambda)-\int_{0}^{\lambda} f^{\prime}(l) s_{N, k}(l) d l\right| \leqq \alpha\right\} \\
& \rightarrow P\left\{\max _{0 \leqq \lambda \leqq \pi}\left|f(\lambda) s_{k}(\lambda)-\int_{0}^{\lambda} f^{\prime}(l) s_{k}(l) d l\right| \leqq \alpha\right\}
\end{aligned}
$$

as $N \rightarrow \infty$ as the relevant set is again closed in $(k+1)$-space. We know that for any $\epsilon>0$

$$
\max _{0 \leqq \lambda \leqq \pi}\left|s_{k}(\lambda)-\zeta(\lambda)\right|<\epsilon
$$

with probability $1-\epsilon$ for sufficiently large $k$. Let

$$
\eta(\lambda)=f(\lambda) \zeta(\lambda)-\int_{0}^{\lambda} f^{\prime}(l) \zeta(l) d l
$$

In summary

$$
\begin{array}{r}
P\left\{\max _{0 \leqq \lambda \leqq \pi}|\eta(\lambda)|<\alpha-\epsilon\right\}-\delta<P\left\{\max _{0 \leqq \lambda \leqq \pi} \sqrt{N}\left|\int_{0}^{\lambda} f(l)\left\{2 \pi I_{N, \xi}(l)-1\right\} d l\right| \leqq \alpha\right\} \\
\\
<P\left\{\max _{0 \leqq \lambda \leqq \pi}|\eta(\lambda)|<\alpha+\epsilon\right\}+\delta
\end{array}
$$

and on letting $N \rightarrow \infty$ so that $\epsilon, \delta \rightarrow 0$ we obtain the desired result. Note that the event $\max _{0 \leqq \lambda \leqq \pi}|\eta(\lambda)| \leqq \alpha$ has a well defined probability since $\eta(\lambda)$ is a process with continuous sample functions with probability one.

Theorem 5. Let $a_{\nu}=O\left(\nu^{\beta}\right)$ where $\beta<-3 / 2$. Then given any $\epsilon>0$

$$
\sqrt{N} \max _{0 \leqq \lambda \leqq \pi}\left|\int_{0}^{\lambda}\left[I_{N}(l)-2 \pi f(l) I_{N, 5}(l)\right] d l\right|<\epsilon
$$

with probability $1-\epsilon$ for $N>N_{\epsilon}$.
Proof. We have

$$
\begin{equation*}
2 \pi \sqrt{N} \int_{0}^{\lambda}\left[I_{N}(l)-2 \pi f(l) I_{N, \xi}(l)\right] d l=\frac{1}{\sqrt{N}} \sum_{r, s=-\infty}^{\infty} a_{r} a_{s} d_{r s} \tag{5.1}
\end{equation*}
$$

where

$$
d_{r, s}=\sum_{n, m=1}^{N} \xi_{n-r} \xi_{m-s} \frac{e^{i(n-m) \lambda}-1}{i(n-m)}-\sum_{\substack{n=1+r, N+r \\ m=1+s, N+s}} \xi_{n-r} \xi_{m-s} \frac{e^{i(n-m) \lambda}-1}{i(n-m)}
$$

The coefficients of the terms when $n=m$ should be interpreted as $\lambda$. We note that there may be a lattice rectangle $R_{r, s}^{(N)}$ of points ( $n, m$ ) common to both sums. Let us call the complement of $R_{r, s}^{(N)}$ with respect to the set consisting of all the lattice points in both summations $C_{r, s}^{(N)}$. Then we have

$$
E \max _{0 \leqq \lambda \leqq \pi}\left|d_{r, s}\right| \leqq \sum_{n, m \varepsilon c_{r, s}^{(N)}} g(n-m)
$$

where

$$
g(x)=\left\{\begin{array}{c}
\frac{2}{|x|} \text { if } x \neq 0 \\
\pi \text { if } x=0 .
\end{array}\right.
$$

It is easily verified that

$$
\sum_{n, m \varepsilon c_{r, s}^{(N)}} g(n-m) \leqq\left\{\begin{array}{l}
2 N \log N \text { if }|r|>N \text { or }|s|>N \\
4(s+r) \log N \text { otherwise } .
\end{array}\right.
$$

The expression in (5.1) is then bounded by

$$
\begin{aligned}
& \frac{2}{\sqrt{N}} \sum_{s=-\infty}^{\infty} \sum_{|r|>N}\left|a_{r} a_{s}\right| 2 N \log N+\frac{8}{\sqrt{N}} \sum_{s=-\infty}^{\infty} \sum_{|r| \leqq N}\left|a_{r} a_{s}\right| r \log N \\
& \\
& \leqq\left(\sum_{s=-\infty}^{\infty}\left|a_{s}\right|\right)\left(4 \sqrt{\bar{N}} \log N \sum_{|r|>N}\left|a_{r}\right|+\frac{8 \log N}{\sqrt{\bar{N}}} \sum_{|r| \leqq N} r\left|a_{r}\right|\right) .
\end{aligned}
$$

Under the assumption made above, this expression tends to zero as $N \rightarrow \infty$ which proves the theorem.
6. Treatment of the general case. Let $F_{N}^{*}(\lambda)=\int_{0}^{\lambda} I_{N}(l) d l$.

Theorem 6. Let

1. $f(\lambda)$ be absolutely continuous
2. $a_{\nu}=0\left(\nu^{\beta}\right), \beta<-3 / 2$.

Then

$$
\lim _{v \rightarrow \infty} P\left\{\max _{0 \leqq \lambda \leqq \pi} \sqrt{N}\left|F_{N}^{*}(\lambda)-F(\lambda)\right| \leqq \alpha\right\}=P\left\{\max _{0 \leqq \lambda \leqq \pi}|\eta(\lambda)| \leqq \alpha\right\}
$$

where $\eta(\lambda)$ is the process defined in Section 5.
The proof follows immediately from Theorems 3, 4 and 5. An important special case is contained in the following corollary.

Corollary 1. When $y_{t}$ is a normal process with a positive spectral density with an integrable second derivative, Theorem 6 reduces to the following statement:

$$
\begin{align*}
\lim _{N \rightarrow \infty} P\left\{\max _{0 \leqq \lambda \leqq \pi}\right. & \left.\sqrt{N}\left|F_{N}^{*}(\lambda)-F(\lambda)\right| \leqq \alpha\right\} \\
& =\sum_{k=-\infty}^{\infty}(-1)^{k}[\Phi((2 k+1) \alpha / x)-\Phi((2 k-1) \alpha / x)]=\Delta(\alpha / x) \tag{6.1}
\end{align*}
$$

where $\Phi(u)$ is the normal distribution function and $x=\sqrt{2 \pi G(\pi)}$.
Proof. Lemma 3 implies that the assumptions of Theorem 6 are satisfied.
As $e=0$ the process $\eta(\lambda)$ reduces to the Wiener process with the following changed scale of time: $t=2 \pi G(\lambda), 0 \leqq \lambda \leqq \pi$. The reader may note that (6.1) is the probability that a particle in Brownian motion on the line is not absorbed by the barriers $\alpha,-\alpha$ in the time interval $0,2 \pi G(\pi)$, given that the particle starts from 0 at time 0 (see Sommerfeld [19], pp. 74-79).
7. The limiting distribution in the case of pure white noise. When the process $y_{t}$ is pure white noise (so that $f(\lambda) \equiv$ constant, say 1 ) the limiting probability we are interested in is given by

$$
\begin{equation*}
P\left\{\max _{0 \leqq \lambda \leqq \pi}|\zeta(\lambda)| \leqq \alpha\right\} \tag{7.1}
\end{equation*}
$$

where $\zeta(\lambda)$ is the normal process with

$$
\begin{aligned}
E \zeta(\lambda) & =0 \\
E \zeta(\lambda) \zeta(\mu) & =e \lambda \mu+2 \pi \min (\lambda, \mu)
\end{aligned}
$$

Now (7.1) has been explicitly evaluated when $e=0$ (see 6.1). However, the limiting distribution can still be evaluated when $e \neq 0$.

Theorem 7.

$$
\begin{aligned}
& P\left\{\max _{0 \leqq \lambda \leqq \pi}|\zeta(\lambda)| \leqq \alpha\right\}=\sum_{k=-\infty}^{\infty}(-1)^{k} e^{\left(-k^{2} \alpha^{2} / \pi^{2}\right)(1-(\gamma / 2))} \\
& \cdot {\left[\Phi\left(\frac{\sqrt{\gamma} \alpha}{\pi}\left(k+\frac{1}{\gamma}\right)-\Phi\left(\frac{\sqrt{\gamma} \alpha}{\pi}\left(k-\frac{1}{\gamma}\right)\right)\right]\right.}
\end{aligned}
$$

where $\gamma=e+2$.
Proof. Let $\tau=\lambda / \pi$. Let $X$ be a normal random variable with mean zero and variance one. Let $X(\tau)$ be a normal process with

$$
\begin{aligned}
E X(\tau) & =0 \\
E X(\tau) X\left(\tau^{\prime}\right) & =\min \left(\tau, \tau^{\prime}\right)-\tau \tau^{\prime}
\end{aligned}
$$

that is, $X(\tau)$ is the Wiener process conditioned so that $X(1)=0 . X$ and $X(\tau)$ are independent. Consider the process $u(\tau)=\sqrt{\gamma} \pi \tau X+\pi \sqrt{2} X(\tau)$. The process $u(\tau)$ has the same probability distribution as $\zeta(\lambda)$ so that

$$
P\left\{\max _{0 \leqq \lambda \leqq \pi}|\zeta(\lambda)| \leqq \alpha\right\}=P\left\{\max _{0 \leqq \tau \leqq 1}|u(\tau)| \leqq \alpha\right\}
$$

But

$$
\begin{align*}
& P\left\{\max _{0 \leqq \tau \leqq 1}|u(\tau)| \leqq \alpha\right\} \\
& \quad=\int_{-\infty}^{\infty} P\left\{\frac{-\alpha-\sqrt{\gamma} \pi \tau x}{\pi \sqrt{2}} \leqq X(\tau) \leqq \frac{\alpha-\sqrt{\gamma} \pi \tau x}{\pi \sqrt{2}} ; 0 \leqq \tau \leqq 1\right\} \varphi(x) d x \tag{7.2}
\end{align*}
$$

where $\varphi(x)$ is the normal frequency function. Let

$$
Y(t)=(t+1) X\left(\frac{t}{t+1}\right), \quad 0 \leqq t<\infty
$$

Then $Y(t)$ is the Wiener process (see [4]), $0 \leqq t<\infty$. We have then to consider

$$
\begin{equation*}
P\{-a-(a+b) t \leqq y(t) \leqq a+(a-b) t ; 0 \leqq t<\infty\} \tag{7.3}
\end{equation*}
$$

where $a=\alpha / \pi \sqrt{2}, b=\sqrt{\gamma} x / \sqrt{2}$. The integrand in (7.2) is clearly zero unless $|\sqrt{\gamma} x| \leqq \alpha / \pi$. But supposing this inequality to hold, Doob [4] has evaluated (7.3) as

$$
\begin{aligned}
\sum_{m=1}^{\infty}\left\{e^{-2\left[(2 m-1) 2_{a} 2-(2 m-1) b a\right]}+e^{-2\left\lfloor(2 m-1) 2^{2}+(2 m-1) b a\right]}\right. & \left.-e^{-2\left[(2 m)^{2} a^{2}-2 m b a\right]}-e^{-2\left\lfloor(2 m)^{2} a^{2}+2 m b a\right]}\right\} \\
& =2 \sum_{n=1}^{\infty}(-1)^{n+1} e^{-2 n^{2} a^{2}} \cosh 2 n b a
\end{aligned}
$$

Thus (7.1) is equal to

$$
\begin{array}{r}
\Phi\left(\frac{\alpha}{\pi \sqrt{\gamma}}\right)-\Phi\left(\frac{-\alpha}{\pi \sqrt{\gamma}}\right)-2 \sum_{n=1}^{\infty}(-1)^{n+1} e^{-\left(n^{2} \alpha^{2} / \pi^{2}\right)} \int_{-\alpha / \pi \sqrt{\gamma}}^{\alpha / \pi \sqrt{\gamma}} \varphi(x) \cosh n \frac{\sqrt{\gamma} \alpha}{\pi} x d x \\
=\Phi\left(\frac{\alpha}{\pi \sqrt{\gamma}}\right)-\Phi\left(\frac{-\alpha}{\pi \sqrt{\gamma}}\right)-\sum_{n=1}^{\infty}(-1)^{n-1} e^{-\left(n^{2}\left[\left(\alpha^{2} / \pi^{2}\right)-\left(\gamma \alpha^{2} / 2 \pi^{2}\right)\right]\right)} \\
\left\{\Phi\left(\frac{n \sqrt{\gamma} \alpha}{\pi}+\frac{\alpha}{\pi \sqrt{\gamma} \bar{\gamma}}\right)-\Phi\left(\frac{n \sqrt{\gamma} \alpha}{\pi}-\frac{\alpha}{\pi \sqrt{\gamma}}\right)+\Phi\left(\frac{-n \sqrt{\gamma} \alpha}{\pi}+\frac{\alpha}{\pi \sqrt{\gamma} \bar{\gamma}}\right)\right. \\
\left.-\Phi\left(-\frac{n \sqrt{\gamma} \alpha}{\pi}-\frac{\alpha}{\pi \sqrt{\gamma}}\right)\right\}=\sum_{n=-\infty}^{\infty}(-1)^{n} e^{-\left(n^{2} \alpha^{2} / \pi^{2}\right)(1-(\gamma / 2))} \\
\cdot\left[\Phi\left(\frac{\sqrt{\gamma} \alpha}{\pi}\left(n+\frac{1}{\gamma}\right)\right)-\Phi\left(\frac{\sqrt{\gamma} \alpha}{\pi}\left(n-\frac{1}{\gamma}\right)\right)\right] .
\end{array}
$$

This expression parallels (6.1) and will be used in a later publication in which we will study some applications of the theory.
8. Statistical applications. The corollary of Theorem 6 lends itself to important statistical applications. First, however, we will have to estimate $G(\pi)$ which
is in general unknown. We note that $G(\pi)=(4 \pi)^{-1} \sum_{-\infty}^{\infty} \rho_{\nu}^{2}$. Of course the $C_{\nu} / N$ are consistent estimates of $\rho_{\nu}$. It is natural to consider an estimate of the form (8.1). One reason for this particular choice is that in practice one will try to avoid the cumbersome calculation of all the lagged product sums $C_{\nu}$.
Lemma 4. If $a_{\nu}=0\left(\nu^{\beta}\right), \beta<-1$, the statistic

$$
\begin{equation*}
G^{*}(\pi)=\frac{1}{4 \pi N^{2}}\left[C_{0}^{2}+2 \sum_{\nu=1}^{[K N \alpha]} C_{\nu}^{2}\right], \quad 0<\alpha<1, \quad K>0, \tag{8.1}
\end{equation*}
$$

is a consistent estimate of $G(\pi)$.
Proof.

$$
\begin{equation*}
G^{*}(\pi)=\frac{1}{4 \pi N^{2}}\left\{C_{0}^{2}+2 \sum_{\nu=1}^{m} C_{\nu}^{2}\right\}+\frac{1}{2 \pi N^{2}} \sum_{\nu=m+1}^{\left[K N^{\alpha}\right]} C_{\nu}^{2} . \tag{8.2}
\end{equation*}
$$

But we see using (3.5) that the last sum is less than or equal to

$$
\begin{aligned}
& \sum_{\nu=m+1}^{[K N \alpha]} \sum_{j, k=1}^{N} \sum_{\beta_{1} \beta_{2}=-\infty}^{\infty}\left\{\left|a_{j-\beta_{1}} a_{j+\nu-\beta_{1}} a_{k-\beta_{2}} a_{k+\nu-\beta_{2}}\right|+\left|a_{j-\beta_{1}} a_{j+\nu-\beta_{2}} a_{k-\beta_{1}} a_{k+\nu-\beta_{2}}\right|\right. \\
& \left.\quad+\left|a_{j-\beta_{1}} a_{j+\nu-\beta_{2}} a_{k-\beta_{2}} a_{k+\nu-\beta_{1}}\right|\right\}\left(4+\mu_{4}\right)=\left(\sum_{1}+\sum_{2}+\sum_{3}\right)\left(4+\mu_{4}\right) .
\end{aligned}
$$

Let the $r_{\nu}$ be understood to be the covariances of the process $\sum_{\nu=-\infty}^{\infty}\left|a_{n-\nu}\right| \xi_{\nu}$. The spectral density $(2 \pi)^{-1}\left|\sum\right| a_{\nu}\left|e^{i \lambda \lambda}\right|^{2}$ of this process is continuous and hence quadratically integrable, so that $\sum_{-\infty}^{\infty} r_{\nu}^{2}<\infty$. But then

$$
\left|\sum_{1}\right|=\sum_{\nu=m+1}^{\left[K N^{\alpha]}\right.} N^{2} r_{\nu}^{2} \leqq N^{2} \sum_{\nu=m+1}^{\infty} r_{\nu}^{2}
$$

so that $\left|\sum_{1}\right| / N^{2}<\epsilon$ for $m$ sufficiently large uniformly in $N$. Also we get

$$
\frac{1}{N^{2}}\left|\sum_{2}\right|=\frac{1}{N^{2}} \sum_{v=m+1}^{\left[K N^{\alpha}\right]} \sum_{j, k=1}^{N} r_{j-k}^{2} \leqq \frac{1}{N} \sum_{m+1}^{\left[K N^{\alpha}\right]} \sum_{n=-\infty}^{\infty} r_{n}^{2} \leqq \frac{K N^{\alpha}+1}{N} \sum_{-\infty}^{\infty} r_{n}^{2} \rightarrow 0
$$

as $N \rightarrow \infty$. The third sum is handled in almost the same way but using Schwarz' inequality. We now choose $m$ so large that the last sum in (8.2) is less than $\delta$ with probability larger than $1-\delta$. The term in brackets in (8.2) consists of a fixed number of terms each of which converges in probability to the corresponding term in the expression for $G(\pi)$. This proves the lemma.

The corollary of Theorem 6 shows that in the normal domain the asymptotic distribution of $\max _{\lambda} \sqrt{N}\left|F_{N}^{*}(\lambda)-F(\lambda)\right|$ depends only on one parameter $G(\pi)$. This together with Lemma 4 enables us to construct confidence bands for $F(\lambda)$.
Theorem 8. Suppose that $y_{t}$ is a normal process and that its spectral density is positive and has an integrable second derivative. Then

$$
\begin{equation*}
F_{N}^{*}(\lambda)-\alpha \sqrt{\frac{2 \pi G^{*}(\pi)}{N}} \leqq F(\lambda) \leqq F_{N}^{*}(\lambda)+\alpha \sqrt{\frac{2 \pi G^{*}(\pi)}{N}} \tag{8.3}
\end{equation*}
$$

holds with a probability tending to $\Delta(\alpha)$ as $N$ tends to infinity.
The proof follows immediately from Lemma 4 and Corollary 1 as $\Delta(\alpha)$ is continuous.

Clearly Theorem 8 also gives a test of significance for the simple hypothesis
of a completely specified spectrum. A more interesting case, however, is the following.

Theorem 9. From a stochastic process satisfying Theorem 8 we observe two independent time series of length $N_{1}$ and $N_{2}$. Compute the corresponding estimates $F_{N_{1}}^{*}(\lambda), F_{N_{2}}^{*}(\lambda), G_{1}^{*}(\pi), G_{2}^{*}(\pi)$. Then, assuming that $N_{1} / N_{2} \rightarrow c>0$ and putting $N=2 N_{1} N_{2} /\left(N_{1}+N_{2}\right)$,

$$
\begin{equation*}
\frac{\max _{0 \leqq \lambda \leqq \pi} \sqrt{\bar{N}\left|F_{N_{1}}^{*}(\lambda)-F_{N_{2}}^{*}(\lambda)\right|}}{\sqrt{G_{1}^{*}(\pi)+G_{2}^{*}(\pi)}}>\alpha \tag{8.4}
\end{equation*}
$$

holds with a probability tending to $1-\Delta(\alpha)$ as $N$ tends to infinity under the hypothesis $F_{1}(\lambda)=F_{2}(\lambda)$.

Theorems 8 and 9 are somewhat restricted in their applicability as they stand, since in many contexts $m_{t}=E x_{t}$ is not identically zero. We shall consider the case

$$
m_{t}=d_{1} \varphi_{t}^{(1)}+d_{2} \varphi_{i}^{(2)}+\cdots+d_{p} \varphi_{t}^{(p)}
$$

where $\varphi_{t}^{(1)}, \varphi_{t}^{(2)}, \cdots, \varphi_{t}^{(p)}$ are given sequences and the regression coefficients $d_{\nu}$ are unknown. To avoid unnecessary complications we will confine ourselves to the case $p=2$, which illustrates the general situation. We have to introduce the following condition which prevents the two regression variables $\varphi_{t}^{(1)}$ and $\varphi_{t}^{(2)}$ from becoming linearly dependent in the limit

$$
\begin{equation*}
R=\varlimsup_{N \rightarrow \infty} \frac{\left(\sum_{1}^{N} \varphi_{t}^{(1)} \varphi_{t}^{(2)}\right)^{2}}{\sum_{1}^{N} \varphi_{t}^{(1)^{2}} \sum_{1}^{N} \varphi_{t}^{(2)^{2}}}<1 \tag{8.5}
\end{equation*}
$$

We will use the least square estimates $d_{1}^{*}, d_{2}^{*}$ of $d_{1}, d_{2}$ as they have been shown to be asymptotically efficient [8].

Theorem 10. Under the conditions of Theorems 8 and 9 and (8.5), formulas (8.3) and (8.4) remain valid if $F_{N}^{*}(\lambda)$ is computed using $x_{t}-d_{1}^{*} \varphi_{t}^{(1)}-d_{2}^{*} \varphi_{t}^{(2)}$ in place of $y_{t}$.

Proof. It is sufficient to prove that

$$
\begin{array}{r}
\max _{0 \leqq \lambda \leqq \pi} \sqrt{N}\left|\frac{1}{2 \pi N}\right|_{0}^{\lambda}\left|\sum_{\nu=1}^{N}\left(x_{\nu}-d_{1}^{*} \varphi_{\nu}^{(1)}-d_{2}^{*} \varphi_{\nu}^{(2)}\right) e^{-i \nu l}\right|^{2} d l \\
-\frac{1}{2 \pi N} \int_{0}^{\lambda}\left|\sum_{1}^{N} y_{\nu} e^{-i \nu l}\right|^{2} d l
\end{array}
$$

tends to zero in probability as $N \rightarrow \infty$. The expression inside the absolute value sign is

$$
\begin{aligned}
& \frac{1}{2 \pi N} \sum_{\nu, \mu=1}^{N}\left[-2\left(d_{1}^{*}-d_{1}\right) \varphi_{\nu}^{(1)} y_{\mu}-2\left(d_{2}^{*}-d_{2}\right) \varphi_{\nu}^{(2)} y_{\mu}+\left(d_{1}^{*}-d_{1}\right)^{2} \varphi_{\nu}^{(1)} \varphi_{\mu}^{(1)}\right. \\
& \left.+\left(d_{2}^{*}-d_{2}\right)^{2} \varphi_{\nu}^{(2)} \varphi_{\mu}^{(2)}+2\left(d_{1}^{*}-d_{1}\right)\left(d_{2}^{*}-d_{2}\right) \varphi_{\nu}^{(1)} \varphi_{\mu}^{(2)}\right] \cdot \frac{\sin (\nu-\mu) \lambda}{\nu-\mu} \\
& =\sum_{1}+\sum_{2}+\sum_{3}+\sum_{4}+\sum_{5}
\end{aligned}
$$

where the same convention as before is used in interpreting the terms with $\nu=\mu$. The least square estimates $d_{1}^{*}, d_{2}^{*}$ are unbiased linear estimates with coefficients depending only upon the $\varphi_{\nu}^{(1)}$ 's and $\varphi_{\nu}^{(2)}$ s. A simple argument using the fact that the spectral density is bounded shows that

$$
\begin{align*}
& \operatorname{var} d_{1}^{*} \leqq 2 \pi \max _{0 \leqq \lambda \leqq \pi} f(\lambda) \frac{\sum \varphi_{\nu}^{(2)^{2}}}{\sum \varphi_{\nu}^{(1)^{2}} \sum \varphi_{\nu}^{(2)^{2}}-\left(\sum \varphi_{\nu}^{(1)} \varphi_{\nu}^{(2)}\right)^{2}}  \tag{8.6}\\
& \leqq \frac{2 \pi \max _{0 \leq \lambda \leq \pi} f(\lambda)}{1-R} \frac{1}{\sum_{1}^{N} \varphi_{\nu}^{(1) 2}} .
\end{align*}
$$

Now

$$
\begin{aligned}
& \pi \sqrt{N} \max _{0 \leqq \lambda \leqq}\left|\sum_{1}\right| \leqq \frac{1}{\sqrt{N}}\left\{\left|d_{1}^{*}-d_{1}\right| \sum_{p=1}^{N=1} \frac{1}{p}\left|\sum_{\nu=1}^{N-p} y_{\nu} \varphi_{++p}^{(1)}\right|\right. \\
& \left.\quad+\pi\left|d_{1}^{*}-d_{1}\right| \cdot\left|\sum_{\nu=1}^{N} y_{\nu} \varphi_{\nu}^{(1)}\right|^{2}+\left|d_{1}^{*}-d_{1}\right| \sum_{p=N+1}^{1} \frac{1}{p \mid}\left|\sum_{\nu=1-p}^{N} y_{\nu} \varphi_{\nu+p}^{(1)}\right|\right\} .
\end{aligned}
$$

But we have

$$
\begin{equation*}
E\left[\sum_{\nu=1}^{N-p} y_{\nu} \varphi_{\nu+p}^{(1)}\right]^{2} \leqq 2 \pi \max _{0 \leqq \lambda \leqq \pi} f(\lambda) \sum_{\nu=1}^{N} \varphi_{\nu}^{(1)^{2}} . \tag{8.7}
\end{equation*}
$$

We know from (8.6) that with as large a probability as desired $\left|d_{1}^{*}-d_{1}\right|$ is less than $k / \sqrt{ } \sum_{v=1}^{N} \varphi_{v}^{(2)^{2}}$. Then it follows from Schwarz' inequality and (8.7) that with large probability

$$
\pi \sqrt{N} \max _{0 \leqq \lambda \leqq \pi}\left|\sum_{1}\right|<K^{\prime} \log N / \sqrt{N} \rightarrow 0
$$

$\sum_{2}$ can be handled in the same way. Now

$$
2 \pi \sqrt{ } \bar{N} \max _{0 \leqq \lambda \leqq \pi}\left|\sum_{3}\right|=\left.\frac{\left(d_{1}^{*}-d_{1}\right)^{2}}{\sqrt{\bar{N}}}\right|_{0} ^{\lambda}\left|\sum_{1}^{N} \varphi_{\nu}^{(1)} e^{i \nu l}\right|^{2} d l \leqq \frac{\left(d_{1}^{*}-d_{1}\right)^{2}}{\sqrt{\bar{N}}} \pi \sum_{1}^{N} \varphi_{\nu}^{(1))^{2}}
$$

and the expectation of this tends to zero as $N^{-\frac{1}{2}} \cdot \sum_{4}$ and $\sum_{5}$ can be treated in a similar manner which proves the theorem.

An important special case is $\varphi_{\nu} \equiv 1$, which corresponds to a constant unknown mean value of the process. Another situation of some interest arises when the spectrum of the process has a discrete component with frequencies $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{p}$. There we take the $\varphi_{\nu}$ 's as trigonometric functions with these frequencies.
9. Alternative estimates of the spectral distribution function. It is clear that Theorems 6 , and $8-10$ are still valid if the estimate $F_{N}^{*}(\lambda)$ is replaced by a truncated estimate

$$
F_{N, t r}^{*}(\lambda)=\frac{C_{0} \lambda}{2 \pi N}+\frac{1}{\pi N} \sum_{\nu=1}^{h_{N}} C_{\nu} \frac{\sin \nu \lambda}{\nu}=\frac{1}{2 \pi} \int_{0}^{\lambda} \int_{-\pi}^{\pi} I_{N}(l) \frac{\sin \left(h_{N}+\frac{1}{2}\right)(l-\mu)}{\sin (l-\mu / 2)} d l d \mu
$$

where $h_{N} \rightarrow \infty$ as $N \rightarrow \infty$, as they can be proved in exactly the same manner since the weighting factors are 1 from $\nu=0$ up to $\nu=h_{N}$ and 0 from that point on. Note that the estimate $F_{N, t r}^{*}(\lambda)$, in general, is not nondecreasing with probability 1 which may at times be an unpleasant feature. We can choose $h_{N}=\left[k N^{\alpha}\right]$ as in Lemma 4. This reduces the computational work considerably as one then only needs to compute the $C_{\nu}$ 's for $\nu \leqq\left[k N^{\alpha}\right]$.

We shall now consider a class of estimates of the spectral distribution function with nondecreasing weight functions. Let $W_{N}(\lambda)=\int_{-\pi}^{\lambda} w_{N}(l) d l$ where $w_{N}(l) \geqq 0$ in $(-\pi, \pi), \int_{-\pi}^{\pi} w_{N}(l) d l=1$ and

$$
\lim _{N \rightarrow \infty} W_{N}(\lambda)=\left\{\begin{array}{lll}
0 & \text { if } \quad \lambda<0 \\
1 & \text { if } \quad \lambda>0
\end{array}\right.
$$

Let

$$
\begin{aligned}
F_{N}^{*}\left(\lambda, W_{N}\right) & =\int_{0}^{\pi} I_{N}(l) W_{N}(\lambda-l) d l \\
F\left(\lambda, W_{N}\right) & =\int_{0}^{\pi} f(l) W_{N}(\lambda-l) d l
\end{aligned}
$$

We prove the following theorem.
Theorem 11. Under the conditions of Theorem 6

$$
\lim _{N \rightarrow \infty} P\left\{\max _{0 \leqq \lambda \leqq \pi} \sqrt{N}\left|F_{N}^{*}\left(\lambda, W_{N}\right)-F\left(\lambda, W_{N}\right)\right| \leqq \alpha\right\}=P\left\{\max _{0 \leqq \lambda \leqq \pi}|\eta(\lambda)| \leqq \alpha\right\}
$$

Proof. On integrating by parts we have

$$
\begin{align*}
\sqrt{N}\left[F_{N}^{*}\left(\lambda, W_{N}\right)-F\left(\lambda, W_{N}\right)\right] & =\sqrt{N} \int_{0}^{\pi}\left[I_{N}(l)-f(l)\right] d l W_{N}(\lambda-\pi) \\
+ & \int_{0}^{\pi} \sqrt{N} \int_{0}^{l}\left[I_{N}(\mu)-f(\mu)\right] d \mu w_{N}(\lambda-l) d l \tag{9.1}
\end{align*}
$$

By Theorem 5 we can replace (9.1) by

$$
\begin{align*}
\sqrt{N} \int_{0}^{\pi} f(l)\left[2 \pi I_{N, \xi}(l)\right. & -1] d l W_{N}(\lambda-\pi) \\
& +\int_{0}^{\pi} \sqrt{N} \int_{0}^{l}\left[2 \pi I_{N, \xi}(\mu)-1\right] f(\mu) d \mu w_{N}(\lambda-l) d l \tag{9.2}
\end{align*}
$$

committing an error of at most $\epsilon>0$ uniformly in $\lambda$ with probability $1-\epsilon$. However, on integrating by parts twice we obtain

$$
\begin{align*}
\sqrt{N} 2 \pi\left[F_{N, \xi}^{*}(\pi)-\frac{1}{2}\right] f(\pi) W_{N}(\lambda-\pi)-\int_{-0}^{\pi} \sqrt{N} 2 \pi & {\left[F_{N, \xi}^{*}(l)-\frac{l}{2 \pi}\right] }  \tag{9.3}\\
& \cdot \frac{d}{d l}\left(f(l) W_{N}(\lambda-l)\right) d l
\end{align*}
$$

But

$$
\sqrt{N} \max _{0 \leqq \lambda \leqq \pi}\left|F_{N, \xi}^{*}(\lambda)-\frac{\lambda}{2 \pi}-\frac{1}{\sqrt{\bar{N}}} s_{N, m}(\lambda)\right|<\epsilon
$$

with probability $1-\epsilon$ where $m$ is a large but fixed number. We can then replace (9.3) by

$$
\begin{aligned}
\int_{0}^{\pi} f(l) W_{N}(\lambda-l) s_{N, m}^{\prime}(l) d l=\frac{c_{0}-N}{2 \pi \sqrt{N}} \int_{0}^{\pi} & f(l) W_{N}(\lambda-l) d l \\
& +\frac{1}{\pi} \sum_{1}^{m} \int_{0}^{\pi} \frac{c_{\nu}}{\sqrt{N}} \cos \nu l f(l) W_{N}(\lambda-l) d l
\end{aligned}
$$

with an error of at most $\epsilon$ uniformly in $\lambda$. But then reasoning as in Theorem 4 we get

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} P\left\{\max _{0 \leqq \lambda \leqq \pi}\left|\int_{0}^{\pi} f(l) W_{N}(\lambda-l) s_{N, m}^{\prime}(l) d l\right| \leqq \alpha\right\} \\
&=P\left\{\max _{0 \leqq \lambda \leqq \pi}\left|\int_{0}^{\lambda} f(l) s_{m}^{\prime}(l) d l\right| \leqq \alpha\right\}
\end{aligned}
$$

making use of the fact that

$$
\begin{aligned}
\max _{0 \leqq \lambda \leqq \pi} \mid \int_{0}^{\pi} \cos \nu l f(l) W_{N}(\lambda & -l) d l-\int_{0}^{\lambda} \cos \nu l f(l) d l \mid \\
& \leqq \max _{0 \leqq \lambda \leqq \pi} f(\lambda)\left\{\int_{-\pi}^{0} W_{N}(l) d l+\int_{0}^{\pi}\left|W_{N}(l)-1\right| d l\right\} \rightarrow 0
\end{aligned}
$$

as $N \rightarrow \infty$. But

$$
\max _{0 \leqq \lambda \leqq \pi}\left|\int_{0}^{\lambda} f(l) s_{m}^{\prime}(l) d l-\eta(\lambda)\right|<\epsilon
$$

with large probability if $m$ is sufficiently large and the theorem follows immediately.

We are usually more interested in estimating $F(\lambda)$ than $F\left(\lambda, W_{N}\right)$. The following corollary enables us to do this.

Corollary 2. Theorems $6,8-10$ remain valid when $F_{N}^{*}(\lambda)$ is replaced by $F_{N}^{*}\left(\lambda, W_{N}\right)$ if

$$
\begin{equation*}
\int_{-\pi}^{0} W_{N}(\lambda) d \lambda+\int_{0}^{\pi}\left[1-W_{N}(\lambda)\right] d \lambda=o\left(N^{-\frac{1}{2}}\right) \tag{9.4}
\end{equation*}
$$

Proof. The proof follows immediately as

$$
\begin{aligned}
\max _{0 \leqq \lambda \leqq \pi} \sqrt{N} \mid & F(\lambda)-F\left(\lambda, W_{N}\right) \mid \\
& \leqq \sqrt{N} \max _{0 \leqq \lambda \leqq \pi} f(\lambda)\left\{\int_{-\pi}^{0} W_{N}(\lambda) d \lambda+\int_{0}^{\pi}\left[1-W_{N}(\lambda)\right] d \lambda\right\}=o(1)
\end{aligned}
$$

It is clear from the comment above that the time series analyst has a large class of estimates of the spectral distribution function at his disposal. At present we are not able to claim that certain estimates are preferable to others. We hope to investigate such problems in a later paper.

It is worthwhile noting that the Fejer kernel

$$
\frac{1}{2 \pi h_{N}} \frac{\sin ^{2} \frac{h_{N}}{2} \lambda}{\sin ^{2} \frac{\lambda}{2}}=w_{N}(\lambda)
$$

satisfies (9.4) if $\log h_{N} / h_{N}=o\left(N^{-1}\right)$, so that we can choose the truncation point $h_{N}$ as $h_{N}=\left[k N^{\alpha}\right], \frac{1}{2}<\alpha<1$. Note that the estimate corresponding to this kernel is

$$
F_{N}^{*}\left(\lambda, W_{N}\right)=\frac{C_{0}}{2 \pi N}+\frac{1}{\pi N} \sum_{\nu=1}^{h_{N}} C_{\nu} \frac{\sin \nu \lambda}{\nu}\left(1-\frac{\nu}{h_{N}}\right) .
$$

This estimate of the spectral distribution function is closely related to an estimate of the spectral density given by Bartlett [1]. It is nondecreasing and does not require the computation of all the $C_{\nu}$ 's.
10. Alternative statistics and the corresponding limit theorems. In some instances one might prefer to consider statistics other than $\max _{0 \leqq \lambda \leqq \pi}\left|F_{N}^{*}(\lambda)-F(\lambda)\right|$ in analyzing time series. We shall therefore consider some alternative statistics in this section.

Consider the linear space consisting of continuous functions $c=c(\lambda)$ on $0 \leqq \lambda \leqq \pi$ with the norm $\|c\|=\sup _{0 \leqq \lambda \leqq \pi}|c(\lambda)|$. Consider a functional $\varphi(c)$ uniformly continuous in this topology.

Theorem 12. Under the conditions of Theorem 6 we have

$$
\lim _{N \rightarrow \infty} P\left\{\varphi\left(\sqrt{N}\left[F_{N}^{*}(\lambda)-F(\lambda)\right]\right) \leqq \alpha, 0 \leqq \lambda \leqq \pi\right\}=P\{\varphi(\eta(\lambda)) \leqq \alpha, 0 \leqq \lambda \leqq \pi\}
$$

Proof. Writing

$$
\sqrt{\bar{N}}\left[F_{N}^{*}(\lambda)-F(\lambda)\right]=s_{N, k}(\lambda)+r_{N, k}(\lambda)
$$

as before we note that $\left\|r_{N, k}(\lambda)\right\|<\epsilon$ if $k$ is chosen sufficiently large. Hence we commit only a small error by considering instead the probability of the event

$$
\left\{\varphi\left(s_{N, k}(\lambda)\right) \leqq \alpha, 0 \leqq \lambda \leqq \pi\right\}
$$

which is a closed set in $(k+1)$-space. This probability converges to

$$
P\left\{\varphi\left(s_{k}(\lambda)\right) \leqq \alpha, 0 \leqq \lambda \leqq \pi\right\}
$$

as $N \rightarrow \infty$. But we can choose $k$ so large that $\left\|s_{k}(\lambda)-\eta(\lambda)\right\|<\delta$ with probability $1-\delta$. This together with the uniform continuity of $\varphi(c)$ proves the theorem.
As an example we can choose

$$
\varphi(c)=\left\{\int_{0}^{\lambda}|c(\lambda)|^{p} d \mu(\lambda)\right\}^{1 / p}, \quad p \geqq 1
$$

where $\mu(\lambda)$ is bounded and nondecreasing. This will give a statistic of the von Mises type.
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