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Abstract A relevance feedback (RF) approach for content based image retrieval 
(CBIR) is proposed, which combines Support Vector Machines (SVMs) with 
Gaussian Mixture (GM) models. Specifically, it constructs GM models of the im-
age features distribution to describe the image content and trains an SVM classi-
fier to distinguish between the relevant and irrelevant images according to the 
preferences of the user. The method is based on distance measures between prob-
ability density functions (pdfs), which can be computed in closed form for GM 
models. In particular, these distance measures are used to define a new SVM ker-
nel function expressing the similarity between the corresponding images modeled 
as GMs. Using this kernel function and the user provided feedback examples, an 
SVM classifier is trained in each RF round, resulting in an updated ranking of the 
database images. Numerical experiments are presented that demonstrate the merits 
of the proposed relevance feedback methodology and the advantages of using 
GMs for image modeling in the RF framework. 

1 Introduction 

Content based image retrieval (CBIR) assumes an image description of automati-
cally extracted low-level visual features, such as color, texture and shape. Using 
this image description, and after a user has submitted one or more query images as 
examples of his/her preferences, the images of an image database are ranked ac-
cording to their similarity with the queries and the most similar are returned to the 
user as the retrieval results, e.g. [1]-[3]. Nevertheless, low-level image features 
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have an intrinsic difficulty in capturing the human perception of image similarity. 
In other words, it is very difficult to describe the semantic content of an image us-
ing only low-level image features. This is the well known in the CBIR community 
semantic gap problem. 

In order to alleviate the aforementioned problem, relevance feedback (RF) has 
been proposed. RF is an interactive process. During a round of RF, users are re-
quired to assess the retrieved images as relevant or irrelevant to the initial query. 
Then, the retrieval system takes into account the user’s feedback to update the 
ranking criterion. In recent years much work has been devoted to the RF problem 
for CBIR, e.g. [4]-[8], [10], [13]-[15]. The most promising approaches to this 
problem are based on training a classifier in each RF round, using the user pro-
vided feedback examples, e.g. [4], [7], [14], [15]. The most popular learning mod-
els used for this classification task are the Support Vector Machines (SVMs) [17].  

In the proposed method, before the database images are used for CBIR, they are 
appropriately modeled using GMs, which are a well-established methodology to 
model probability density functions (pdfs), e.g. [2], [6], [9], [10], [13], [16]. This 
methodology is proven to have significant advantages, such as adaptability to the 
data, modeling flexibility and robustness. The main challenge when using GMs 
for CBIR is to define a distance measure between GMs which, in addition to quan-
tifying well the difference of GM models, can be computed efficiently. The tradi-
tionally used distance measure between pdfs is the Kullback-Leibler (KL) diver-
gence that cannot be computed in closed form for GM models. Thus, one has to 
resort to time consuming random sampling Monte-Carlo methods to compute this 
measure for GMs, which makes its use impractical for CBIR. In [18], a new dis-
tance measure was introduced, based on the KL divergence, which can be com-
puted in closed form for GMs. Moreover, in [12], the Asymptotic Likelihood Ap-
proximation (ALA) was proposed as a measure which, under certain assumptions, 
approximates the KL divergence and can also be computed in closed form for 
GMs.  

The rest of this paper is organized as follows. In Section 2, we describe GMs in 
the context of image modeling for CBIR. In Section 3, we present the approxima-
tions of the KL divergence which are used in this work. In Section 4, we describe 
the SVM methodology for binary classification. In Section 5, we present the pro-
posed SVM kernel functions for classification of GMs. In Section 6, we provide 
the details and the results of the experiments. Finally, in Section 7, we present 
conclusions and directions for future research. 

2  Using GM Models for CBIR 

GM models have been used extensively in many data modeling applications. Fur-
thermore, they have already been used in CBIR as probability density models of 
the features that are used to describe images, e.g. [2], [9], [13]. In this framework, 
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each image is described as a bag of feature vectors which are computed locally 
(e.g. a feature vector for each pixel or region of the image). This bag of feature 
vectors is subsequently used to train, in a maximum likelihood manner, a GM that 
models the probability density of the image features in the feature space. A GM 

model for the image feature vectors dRx∈  is defined as 
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In order to retrieve images from an image database, a distance measure between 
the image models is needed. The KL divergence cannot be computed analytically 
for two GMs. Thus, for efficient retrieval using GM models, one has to resort to 
approximations such as those discussed next. 

3  Approximations of the KL Divergence 

A distance measure between images represented as GMs, which will be used for 
CBIR, must have good separation properties and must allow fast computation. 
This imposes the requirement that the distance can be defined in closed form for 
the case of GMs, which is not easy to achieve. In this spirit, several distance 
measures have been proposed, with the aim to address these requirements. 

The distance measure introduced in [18] is adapted to the case of mixture mod-
els. It is known that the KL divergence between two Gaussian pdfs can be com-
puted in closed form. In particular, 
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Based on this fact and assuming that we have two GMs 
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the KL divergence between them can be defined using the KL divergence between 
the Gaussian components of the mixtures: 
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Using the above definition, we can introduce the symmetric version of this dis-
tance measure as 
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In [12], the Asymptotic Likelihood Approximation (ALA) was proposed as a 

similarity measure for GMs. In particular, for the same GMs ( )xp1  and ( )xp2  as 

above, the ALA measure can be computed as 
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In [12], it is proven that under certain assumptions 
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as approximations of the KL and the symmetric KL divergence, respectively. 

A careful inspection of the measures defined in [18] and [12] (Eq. (5) and Eq. 
(7)-(9), respectively) shows that they have several similarities. For example, both 
are based on the computation of a correspondence between the Gaussian compo-
nents of the two mixtures. Moreover, the final value of these measures for GMs is 

given by the convex combination (using the mixing weights j1π ) of some pair-

wise measures between Gaussian components. 
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4  Support Vector Machines 

Consider the binary classification problem ( ){ }N

iii yx 1, =  with { }1,1 +−∈iy  and 

ix  the labeled patterns based on which we want to train the SVM classifier. The 

patterns are mapped to a new space, called kernel space, which can be non-linear 
and of much higher dimension than the initial one, using a transformation 

( )xx φa . Then a linear decision boundary is computed in the kernel space. The 

SVM methodology addresses the problem of classification by maximizing the 
margin, which is defined as the smallest distance in the kernel space between the 
decision boundary and any of the samples. This can be achieved by solving a 
quadratic programming problem: 
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where  
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is the kernel function and C  is a parameter controlling the trade-off between 
training error and model complexity. Then, the decision function for a new pattern 
x  is defined by 
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where b  is a bias parameter the value of which can be easily determined after the 

solution of the optimization problem (see [17]). After training, the value ( )xy  

can be regarded as a measure of confidence about the class of x , with large posi-
tive values (small negative values) strongly indicating that x  belongs to the class 
denoted by “+1” (“-1”). 

It is obvious that the patterns under classification need not be in vectorial form, 
but they can be any data objects for which an appropriate kernel function express-
ing their pair-wise similarity can be defined. 

5  Combining SVMs with GM Models 

In the framework of CBIR with RF, and assuming that we model each image us-
ing a GM, in each round of RF we have a number of images, represented as GMs, 
which correspond to the feedback examples provided by the user until now. Each 



Apostolos Marakakis et al. 254 

of these images is labeled by -1 or +1 in case the user considers it as irrelevant or 
relevant to the initial query, respectively. The initial query is considered to be one 
of the relevant images and is labeled by +1, of course. The aim of the task is to 
train an SVM classifier to distinguish between the classes of relevant and irrele-
vant images. 

As mentioned above, the kernel function is defined as the inner product of the 
patterns in the kernel space (Eq. (14)), namely, it is a similarity measure. The most 
popular non-linear kernel functions used for SVMs belong to the class of Radial 
Basis Functions (RBFs). From all RBF functions, now, the most commonly used 

are the Gaussian, ( )2
exp yx −− γ , and the Laplacian, ( )yx −− γexp . A 

straightforward generalization of this concept in the GM framework, is to use as 

kernel function between GMs a function of the form ( )( )qpd ,exp γ− , where 

qp   ,  are two GMs and ( )qpd ,  is a distance measure between them. 

The distances presented in Section 3 fulfill the requirement for effective separa-
tion and closed-form computation. Thus, based on the above considerations, we 
can define the functions 

( ) ( )( )qpSKLqpk gklgkl ,exp, γ−=  (16) 

( ) ( )( )qpSKLqpk alaala ,exp, γ−=  (17) 

as kernel functions between GMs p and q. 
After the SVM classifier has been trained, each image in the database is pre-

sented to the classifier and the value of the decision function (Eq. (15)) is used as 
the ranking criterion. The higher the value of the decision function for an image, 
the more relevant this image is considered by the system.  

6  Experiments 

In order to test the validity of the proposed method, an image set containing 3740 
images from the image database in [19] is used. These images are classified in 17 
semantic categories. This categorization corresponds to the ground truth. 

To model each image, several features are extracted including position, color 
and texture information. As position features we use the pixel coordinates, as color 
features we use the 3 color coordinates (L*,a*,b*) in the CIE-Lab color space and 
as texture features we use the contrast (c), the product of anisotropy with contrast 
(ac) and the product of polarity with contrast (pc) as described in [9].  

Consequently, for each image a set of feature vectors is extracted, which is sub-
sequently used as input to the Greedy EM algorithm [11] to produce a GM model 
of the image features distribution. For all GM models, 10 Gaussian components 
are adopted, and each Gaussian component is assumed to have full covariance ma-
trix. 
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For reasons of comparison, we also applied the SVM-RF approach using the 
same image feature sets but the standard Gaussian RBF function, which is the 
most commonly used kernel function for SVMs. This kernel function requires a 
global vectorial representation of the images. Thus, in this case, we represent each 
image by the joint position-color and position-texture histogram. The position-
color histogram consists of 3x3x4x8x8 (x-y-L*-a*-b*) bins, whereas the position-
texture histogram consists of 3x3x4x4x4 (x-y-ac-pc-c) bins. 

In order to quantify the performance of the compared methods, we implemented 
an RF simulation scheme. As a measure of performance we use Precision which is 
the ratio of relevant images in top N retrieved images. An image is assessed to be 
relevant or irrelevant according to the ground truth categorization of the image da-
tabase. In this simulation scheme, 1000 database images are used once as initial 
queries. For each initial query, we simulated 6 rounds of RF. In each RF round, at 
most 3 relevant and 3 irrelevant images are selected randomly from the first 100 
images of the ranking. These images are used in combination with the examples 
provided in the previous RF rounds to train a new SVM classifier. Based on this 
new classifier, the ranking of the database images is updated. 

For the experiments presented below, average Precision in scope N = 10, 20, 30 
is shown. The values of the SVM parameter C  and of the kernel parameter γ  are 

empirically chosen for each method so as to obtain the best performance. As SVM 
implementation we used the one provided in [20]. 

In Figures 1-3 we can see that the SVM-RF method based on GMs constantly 
outperforms the common SVM-RF method which uses histograms and the Gaus-
sian RBF kernel function. Moreover, it can be observed that the method which is 
based on the distance measure defined in [18] results in slightly superior perform-
ance when compared to that obtained by the method which uses the ALA based 
distance measure.  

 

Fig. 1. Average Precision in scope N = 10 during different rounds of RF 
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Fig. 2. Average Precision in scope N = 20 during different rounds of RF 

 

Fig. 3. Average Precision in scope N = 30 during different rounds of RF 
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ologies, a new SVM kernel function is introduced based on distance measures be-
tween GMs which can be computed efficiently, i.e. in closed form. The main ad-
vantages of the proposed methodology are accuracy as indicated by our experi-
mental results, speed, due to the distance measures used, and flexibility. As 
indicated by our experiments, very promising results can be obtained using GMs 
as SVM patterns, even if we are forced to use an approximation and not the exact 
KL divergence. In particular, for the two KL approximations tested, the perform-
ance does not differ significantly. However, the distance measure introduced in 
[18] gives slightly better results.  

In the future, we would like to adapt and test our method using other efficiently 
computable distance measures for GMs. Moreover, we aim to use more sophisti-
cated image features to represent the image content. In addition, we plan to gener-
alize our RF scheme to support region-based image descriptions. Furthermore, we 
aim to apply techniques for automatic determination of the appropriate number of 
components for each GM. Finally, we would like to test the scalability of the pro-
posed method using even larger image databases.  
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