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Abstract

Understanding brain function requires technologies that can monitor and manipulate neural activity with
cellular resolution and millisecond precision in three dimensions across large volumes. These technologies
are best designed using interdisciplinary approaches combining optical techniques with reporters and
modulators of neural activity. While advances can be made by separately improving optical resolution or
opsin effectiveness, optimizing both systems together matches the strengths and constraints of different
approaches to create a solution optimized for the needs of neuroscientists. To achieve this goal, we first
developed a new multiphoton photoexcitation method, termed 3D-Scanless Holographic Optogenetics
with Temporal focusing (3D-SHOT), that enables simultaneous photoactivation of arbitrary sets of
neurons in 3D. Our technique uses point-cloud holography to place multiple copies of a temporally focused
disc, matched to the dimensions of a neuron’s cell body, anywhere within the operating volume of the
microscope. However, since improved placement of light, on its own, is not sufficient to allow precise
control of neural firing patterns, we also developed and tested optogenetic actuators ST-ChroME and
ST-eGtACR1 that fully leverage the new experimental capabilities of 3D-SHOT. The synergy of fast opsins
matched with our technology allows reliable, precisely timed control of evoked action potentials and
enables on-demand read-write operations with unprecedented precision. In this chapter, we review the
steps necessary to implement 3D-SHOT and provide a guide to selecting ideal opsins that will work with
it. Such collaborative, interdisciplinary approaches will be essential to develop the experimental capabilities
needed to gain causal insight into the fundamental principles of the neural code underlying perception and
behavior.
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1 Introduction

Although optogenetics have become a mainstay of neuroscience
research, used to probe causal relationships between circuit activity
and behavior [1–6], it is only recently that multiphoton optoge-
netic techniques have been used to modulate neural activity.
Numerous technical advances in optics [7–10] and opsins [11–
15] over the last decade have led to an increase in usage and
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adoption of multiphoton optogenetic strategies. Multiphoton
optogenetics have been used to examine visual discrimination
[3, 14], coding features of detection [16, 17], ensemble activity
[18], cortical circuitry [19], and more [20, 21].

In this chapter, we will briefly review the state of the field and
introduce 3D-SHOT [7]. We will detail the steps required to build,
align, calibrate, and validate 3D-SHOT as an add-on on the light
path of a 2-photon microscope. We will then discuss how to assess
and select ideal opsin and reporter combinations for use with a
3D-SHOT system.

Optogenetic techniques have been rapidly and widely adopted
in neuroscience research because they enable precise and reversible
external control of neural activity with high temporal precision by
means of minimally invasive optical signals. However, the spatial
precision is generally too poor to manipulate individual neurons
because light does not propagate well through dense brain tissue.
The vast majority of optogenetics studies primarily leverage genetic
specificity rather than spatial control. However, since many neural
computations and behaviors rely on populations of neurons that are
genetically similar but spatially intermixed [18, 22–24], precise
targeting of individual neurons with optical methods is necessary.
Two-photon activation of opsins is an attractive approach for
improving spatial resolution. The longer wavelengths used in
two-photon excitation are less affected by optical scattering [25],
which dramatically improves the axial resolution and the accessible
depth of sculpted illumination patterns [26, 27]. Further,
two-photon absorption is a nonlinear effect which further restricts
opsin excitation to a narrow axial plane [8, 28].

Most biological studies using 2-photon optogenetics have used
scanning-based approaches [3, 14, 18–21]. Similar in principle to
two-photon imaging, a femtosecond-pulsed infrared laser beam is
focused into a single diffraction-limited spot which is scanned in
2D or 3D, with galvo-mirrors [27], acousto-optic modulators
[29, 30], spatial light modulators (SLM) [31], or micro-
electromechanical systems (MEMS) [32]. A raster [8, 13] or spiral
[18, 28, 33] pattern is scanned across the soma to target neurons in
3D. These techniques are power efficient [34] but require opsins
that are either extremely strong or slow to deactivate (ideally both),
so that the photocurrent can accumulate as the spot is scanned
across the neuron soma, usually at the expense of temporal
resolution [11].

To improve temporal precision, whole-cell illumination techni-
ques that forgo scanning have been developed to simultaneously
illuminate the entire cell soma with a larger spot and activate all the
opsin at once. Some approaches achieve whole-cell activation with
low NA objective [13, 20] at the expense of spatial resolution, but
the preferred method relies on computer-generated holography
(CGH) [35–37] with a spatial light modulator (SLM) to synthesize
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custom illumination patterns that are matched to the shape of
individual neurons (see also Chaps. 3 and 11). Compared to scan-
ning approaches, whole-cell activation with CGH enables faster
responses to optogenetic stimulation, but requires higher peak
powers. With traditional multiphoton CGH [38], and even point
scanning methods [33], spatial resolution along the optical axis is
determined by how rapidly the power density is attenuated as light
propagates into and out of the targeted area. These often result in
significant but undesired photoexcitation above and below the
target. In practice, physiological spatial resolution is highly
power-dependent, and single neuron spatial resolution (e.g., axial
FWHM ~30 μm) [9, 39] is generally impossible across large
volumes, even with high numerical aperture (NA) objectives.

To eliminate the tradeoff between target dimensions in the (x,
y) plane and decreased axial (z) resolution [40, 41], 3D-SHOT
relies on temporal focusing (TF) [40, 41] where a diffraction
grating decomposes femtosecond pulses into separate colors, such
that the different wavelengths components within the original
pulse propagate along separate light paths. Each component of
the decomposed pulse has a narrow spectral bandwidth and is
therefore broadened in time, which dramatically reduces the peak
intensity and prevents two-photon absorption. However,
two-photon absorption can be enabled again when the original
pulse is retrieved by constructive interference of all the chromati-
cally separated components at conjugate images of the diffraction
grating [40, 41]. TF restricts multiphoton absorption to a narrow
(z) depth that depends on the grating’s spatial frequency, not on
the dimensions of the targeted area. TF has been successfully
applied for selective two-photon tomographic fluorescence imag-
ing [42, 43], has been implemented with mechanical scanning
[44], and with random-access volume sampling of functional fluo-
rescence [45]. A detailed presentation of TF is available in Chap. 9.

For two-photon photostimulation applications, TF can activate
opsins over a wide area matching the neuron’s shape in the focal
plane, without compromising depth specificity [39, 46]. TF also
mitigates scattering [47, 48] even through thick layers of brain
tissue [49, 50] (see also Chap. 9). Although multiphoton CGH
with TF can achieve wide-field photostimulation with cellular reso-
lution and high temporal precision, most implementations only
enable excitation within a single 2D plane [20, 39, 46]. Thus,
neurons located above or below the focal plane are not addressable,
a necessary condition for many experiments designed to interface
with neural circuits in vivo, where relevant neurons may be loca-
lized anywhere in the 3D volume of interest. Multi-level temporal
focusing has been implemented with holograms tiled into clusters
on the SLM surface which can be individually defocused in space by
applying digital lens patterns on a second SLM [51]. This strategy is
limited in the number of distinct depth levels used before in-plane
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resolution is degraded, constraining the neuronal population that is
simultaneously addressable with optical stimuli.

To overcome this outstanding challenge 3D-SHOT leverages
the advantages of CGH to simultaneously address custom 3D
locations on demand, and TF for enhanced spatial resolution at
the scale of individual neuron soma. 3D-SHOT forgoes the ability
to create custom patterns to make TF and 3D CGH compatible,
instead it replicates multiple identical copies of a temporally focused
excitation pattern matched to the dimensions of a neuron soma at
each target location. The result is a technology that is specifically
tailored to optogenetic photostimulation applications and enables
single-shot in vivo photoactivation of custom neuron ensembles
distributed anywhere in the accessible volume, with single-neuron
spatial resolution.

Understanding the causal relationship between neural activity
and behavior is a fundamental goal of neuroscience. However, this
causal inference requires manipulations that act at the scale of
natural activity, i.e., writing temporally precise patterns of activity
in many cells with single-cell specificity. While optical approaches
such as spiral scanning or 3D-SHOT can confine light to the
dimensions of a single cell, molecular actuators, also known as
opsins, are required to convert light into neural activity. The prop-
erties of these opsins and how they interact with the stimulation
system will determine how well one can drive precise trains of
activity. The fast and potent opsin ChroME [11] was engineered
alongside the development of 3D-SHOT to achieve this goal, but is
only a single example of a class of opsins with appropriate speed and
sensitivity properties that have yet to be discovered. As such, the
fourth section of this chapter outlines the criteria necessary to select
an opsin optimally paired to 3D-SHOT for the purpose of writing
precise trains of activity into groups of neurons.

Fundamental to the goal of writing temporally specific patterns
is to pair extremely fast opsins with “flash”-based optical
approaches, i.e., those that simultaneously illuminate an entire cell
such as 3D-SHOT. In order to drive precisely timed action poten-
tials faithfully and at high rates, the underlying evoked photocur-
rents must be very strong and very fast – both rising and falling very
rapidly. Simultaneous illumination systems ensure that all possible
opsin molecules are activated at the same time, leading to the
shortest response time, while opsins with both fast kinetics and
high conductance ensure that action potentials are faithfully driven,
without the risk of creating doublets. Indeed, opsins with slower
decay kinetics tend to have higher overall conductance but are not
capable of driving pyramidal cells at high rates and often have large
jitter in action potential timing [34, 52, 53].

Finally, multiphoton optogenetic stimulation is rarely per-
formed as a standalone technique, and is almost always paired
with calcium imaging. Special considerations are needed to match
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the properties of opsins and reporters to ensure that both multi-
photon optogenetics and imaging are compatible for simultaneous
use. At present, the most successful imaging approaches rely on
“green” calcium indicators (i.e., the GCaMP series) that absorb
~920 nm matched to “red” opsins with longer excitation wave-
lengths. However, even opsins with peak absorption>1000 nm are
sensitive to these imaging wavelengths. We discuss these constraints
and the mitigation approaches that are available to combine multi-
photon optogenetics with imaging under those circumstances.

Precise control of neural activity cannot be achieved by any one
technique alone. New optical developments, new molecular tools,
and new approaches to unite these devices are needed to reach the
next step of precise causal manipulation of neural systems. As
technologies are constantly being developed and improved; new
experimental capabilities provide a path to answer previously intrac-
table neuroscience questions. By combining different skillsets and
expertise, the technological solutions that emerge are better than
what would have been created from the perspective of a single
discipline. Our intent is for this chapter to serve as a guide and
resource for future users who will implement and improve upon
multiphoton optogenetics and usher in a new epoch of neurosci-
ence discovery.

2 Methods

2.1 3D-SHOT Optical

System Design

Our experimental setup, shown in Fig. 1, is based on the standard
design of a holographic microscope with a spatial light modulator
(SLM) in the Fourier domain (pupil plane). The SLM shapes the
phase of a coherent femtosecond laser light source to synthesize
custom 3D shapes [54, 55] digitally synthesized with Computer
Generated Holography [35–37] (CGH). Unlike scanning
approaches, CGHwide-area holograms matched to the dimensions
of each neuron’s soma enable simultaneous, flash-based, activation
of a large number of opsin molecules, yielding photocurrents with
fast kinetics [39].

In most brain structures, neurons are distributed continuously
in 3D, not in discrete layers. Therefore, the inability of 2D opto-
genetics approaches (i.e., 2D CGH with temporal focusing) to
target neurons at any arbitrary number of axial planes simulta-
neously is a major obstacle for large-scale optogenetic interrogation
of neural circuits. To overcome this outstanding challenge
3D-SHOT leverages the advantages of 3D-CGH, to simulta-
neously address neurons in custom locations. To make 3D CGH
and temporal focusing mutually compatible, 3D-SHOT forgoes
the ability to create custom patterns. Instead, the optical path is
optimized to holographically replicate multiple identical copies of a
temporally focused excitation pattern, termed “custom temporally
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Fig. 1 Experimental setup for 3D-SHOT. This is made of two consecutive optical systems. First, a diffraction
grating and a rotating diffuser are imaged onto each other by a f-f optical relay. This assembly shapes
femtosecond laser pulses both spatially and spectrally to create a custom temporally focused pattern (CTFP)
matched to the dimensions of a neuron soma. The resulting engineered point spread function is then spatially
modulated by a second system that enables 3D computer-generated holography (CGH). A spatial light
modulator (SLM) placed in the Fourier domain modulates the phase of the CTFP to target custom 3D locations
with a point-cloud hologram. The resulting sculpted illumination pattern replicates identical copies of the CTFP
at each targeted location. The 3D hologram is further demagnified by a tube lens and a microscope objective.
A zero-order block eliminates any remaining undiffracted light from the hologram. The grating frequency
determines the spectral dispersion, “a”, and the diffuser determines the beam dimension “b” at the surface of
the SLM. Those parameters, along with the focal lengths of lenses L1–L4, are adjusted to match the desired
addressable volume and CTFP dimensions within constraints imposed by the SLM size, the laser source, and
the numerical aperture of the microscope

focused pattern” (CTFP). The CTFP is specifically engineered to
match the dimensions of a neuron’s soma, and to be compatible
with 3D CGH so that identical copies of the CTFP, with individu-
ally specified brightness can be placed at each target neuron any-
where in the accessible 3D volume. The result is a technology that is
tailored for optogenetics applications and enables single shot
in vivo photoactivation of custom neuron ensembles distributed
anywhere in the accessible volume, with single-neuron spatial
resolution.
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To implement 3D SHOT in a multiphoton microscope, the
first step is to create a static, temporally focused object matched to
the dimensions of the desired target. For this, we illuminate a
reflective blazed diffraction grating with a femtosecond laser light
source. The incidence angle is adjusted so that the first diffracted
order reflects orthogonally to the surface of the grating. The grove
depth, material, coating, and incoming wave polarization are
adjusted to best match the desired LASER wavelength and optical
power density and to maximize the amount of light in the first
diffracted order. Lenses L1 and L2 are in a 4-f configuration and
create an exact optical relay that place a virtual copy of the diffrac-
tion grating at the surface of the transparent, rotating diffuser. The
rotating diffuser applies an engineered (gaussian) phase pattern to
the temporally focused image that is continuously randomized by
the mechanical rotation. This phase perturbation is necessary to
distribute the energy in the Fourier domain (i.e., to uniformly
illuminate the SLM), a critical step that enables the compatibility
between 3D CGH and temporal focusing and maximizes the dif-
fraction efficiency.

The CTFP is matched to the characteristic dimensions of a
neuron soma by selecting the magnification M ¼ f2/f1, where f2
and f1 designate the focal lengths of lenses L2 and L1 respectively.
The axial confinement (temporal focusing) can be adjusted by
selecting diffraction gratings with a higher (or lower) grating spatial
frequency (in lines per mm). Both properties can be adjusted
independently of the additional phase perturbation induced by
the rotating diffuser.

A second 4-f system made with lens L3 and L4 with focal length
f3, resp. f4 relays the CTFP, first to the SLM in the pupil plane, then
to the volume where the 3D hologram is first synthesized. In this
configuration, the SLM applies a multiplicative phase pattern in the
Fourier domain, which corresponds to a convolution operation in
the real domain. To utilize 3D SHOT for neural stimulation, a
CGH algorithm only needs to compute a hologram made of a 3D
cloud of diffraction-limited points centered on each target neuron,
and the optical system will yield one copy of the CTFP at each
target point. To compensate for spatially dependent diffraction
efficiency, and non-uniform losses through the optical system, the
respective brightness of each target can be adjusted by computing
digitally compensated holograms that redistribute the available
laser intensity across each point of the 3D cloud based on expected
losses, and the total energy can be adjusted globally across all
targets by modulating the power of the laser beam.

2.1.1 3D-SHOT Design

Parameters

1. The size of the CTFPmust be adjusted to match the dimensions
“d” of a neuron. In a typical implementation of 3D SHOT, the
3D hologram (see Fig. 1) is relayed into a microscope with an
additional tube lens (L5, f ¼ f5) and microscope objective (L6,
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f ¼ f6) with magnification M ¼ f5/f6. The dimensions of the
CTFP is M·d in the 3D hologram, Mdf3/f4 at the rotating
diffuser, and correspond to an incoming beam of width
M·d·f3 f1/( f4f2) at the blazed grating.

2. The rotating holographic diffuser is a transparent material with
an engineered surface that deflects incoming light in a Gaussian
pattern angular distribution with a characteristic diffraction
angle, αd. The diffuser spatially stretches the wave in the Four-
ier domain by an amount b (see Fig. 1), optimized to ensure an
even illumination of the SLM active area, and given by.

b ¼ f 3αd

3. The line spacing of the blazed diffraction grating, l, or spatial
frequency, fg, (l ¼ 1/fg) must be adjusted to match the spectral
bandwidth δλ of the femtosecond laser, and the desired dimen-
sions of the CTFP along the (z) axis. The angular dispersion of
the diffraction grating is given by α ¼ δλ/l, and stretches the
pulse in the Fourier domain. At a distance f1 from lens L1, the
dimension of the stretched pulse satisfies af2/f3 ¼ α f1. Hence,
the spectral dispersion, a, at the SLM, is given by:

a ¼ δλf 1f 3= l f 2ð Þ:
The numerical aperture NA of the microscope objective is

generally the limiting factor that defines the accessible volume
and CTFP minimal dimensions for 3D-SHOT. The SLM pattern
(see Fig. 1) of width a + 2b is imaged onto the back aperture of the
microscope objective. Hence, to fully capture the light modulated
by the SLM, a suitable design constraint is to ensure (a + 2b)f5/
f4 < NA f6. In this configuration, the characteristic size, δz, of the
CTFP along the (z) axis in the demagnified hologram under the
microscope objective is given by

δz ¼ λ f 4f 6= a f 5

� �� �2

2.1.2 Implementation

Guidelines for 3D-SHOT

3D-SHOT is implemented as a secondary system on the path of a
multiphoton microscope that is also designed for two-photon
imaging, typically with a secondary laser. Imaging and photostimu-
lation are most efficiently merged with a dichroic mirror or a
polarizing beam splitter cube. When using a polarizing cube, the
orientation of the SLM, grating, and path-merging cube must be
adjusted to match polarization constraints, with one path (e.g.,
photostimulation) being reflected and the other one being trans-
mitted so that the merged beams are co-aligned. Any incompatibil-
ities can be resolved by inserting additional half-wave plates along
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the optical path. However, since no element has perfect transmis-
sion any additional optical element will reduce the overall power
throughput. 3D SHOT is best assembled by first building the laser
beam line at a fixed height on an optical table, then by installing the
additional optical components starting from the beam merging
cube or dichroic mirror, and in the sequential order outlined below.

1. Fully assemble a standard multiphoton imaging microscope
with the addition of a dichroic or polarizing beam splitter
before the tube lens. Our experimental setup was built around
a modified Movable Objective Microscope (MOM, Sutter
Instrument Company), but alternate commercial and custom
microscope designs may be used. We recommend using an
additional 4-f relay of lenses (2-inch diameter, achromatic
IR-coated doublets, 200 mm focal length), if the microscope’s
image plane is not directly accessible at a location that is suit-
able to place the zero-order block.

2. Place lens L4 and the SLM first so that the lens is at a distance f4
from the SLM and the image plane. If a beam expander is
added along the laser path before the SLM, it is possible to
use the experimental setup as a multiphoton holographic
microscope. Several tests such as evaluating the accessible vol-
ume under the microscope objective, as well measuring the
spatial dependence of losses in diffraction efficiency are possible
and applicable in this form. However, in the final calibration
procedure there will be a very fine evaluation of diffraction
efficiency and accessible volume once all parts are included.
By finely adjusting the position of lens L4 along the optical
axis while the SLM displays a uniform phase mask, it is possible
to precisely place the center of the 3D hologram in the center
of the image, and at the same focal depth as the two-photon
imaging plane.

The laser should operate at minimum power levels during
the alignment procedure. Some laser models are fitted with
co-aligned low-power red lasers that may be used to safely
align the entire system with the exception of the diffraction
grating tilt that must be aligned for the desired excitation
wavelength. The SLM surface is one of the most sensitive
areas and light should not be focused on it (this may happen
when placing lens L3). The safest approach is to temporarily
replace the SLM with a flat mirror and to align the SLM at the
end by focusing undiffracted light on the zero-order block.

3. The second design step is to replace the collimated beam
illuminating the SLM with the engineered CTFP. For this,
one must place and align lenses L3, L2, L1, in that order, in
successive 4-f configurations. Pinholes and far-field images of
the infrared beam can be used to check centering and beam
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collimation, respectively, to ensure that each newly inserted
lens is properly centered and spaced. The reflective grating is
placed last, at a distance f1 from lens L1 with its reflective
surface orthogonal to the optical axis.

4. The laser beam line must then be readjusted to illuminate the
grating with an oblique incoming path so that the first dif-
fracted order propagates back along the previously established
optical axis. Placing temporary iris apertures on the lenses can
help recentering the optical path. Fine adjustments of the beam
propagation direction can be made by attaching the diffraction
grating to a 2-axis tilt mount and precisely tuning the orienta-
tion of the diffracted beam.

5. The final assembly step is to place the zero-order block at the
focal spot of the default SLM image (uniform phase mask),
where undiffracted light is expected to create a sharp focused
spot, and the rotating diffuser at a distance f2 from lens L2.
Various designs have been proposed to create a zero-order
block and careful consideration should be given to choosing
the adequate design. Most commercial SLMs are expected to
allow a few percent of undiffracted laser light, which represents
a significant amount of power on a small surface area. Thin
metal films are not recommended because they cannot dissipate
heat rapidly enough to avoid overheating. Instead, we suggest
that one depolish the center of a flat optical surface (IR coated
coverslip) with a small diamond-coated grinding tip. The
depolished glass surface will diffuse most undiffracted light in
all directions without accumulating heat. Alternatively, if a
larger than necessary zero-order block is acceptable, a ~1 mm
metal object, such as a neodymium magnet on a coverslip, will
be able to withstand these powers.

During operation, special attention should be given to ensure
that the rotating diffuser is spinning before allowing high laser
power settings to avoid SLM damage.

2.2 Characterization

and Performance

Metrics for 3D-SHOT

Our primary goal is not to render a visually accurate hologram but
instead to increase contrast for two-photon excitation at selected
locations while avoiding inadvertent photoactivation of
non-targeted areas, which relaxes constraints on hologram compu-
tation. Hence, the traditional metrics used to characterize imaging
systems such as resolution, contrast, and speckle are not adequate
to evaluate the capabilities of 3D-SHOT in experimental
applications.

Instead, to evaluate the capabilities of 3D-SHOT and quantify
how two-photon absorption is spatially distributed in 3D, we
placed a thin fluorescent film on a microscope slide under the
excitation objective to record the corresponding two-photon fluo-
rescence image with a fixed sub-stage objective coupled to a camera
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Fig. 2 Optical characterization of the spatial resolution of CGH vs 3D-SHOT. (a) We used a fluorescent
calibration slide and an inverted microscope to quantify two-photon excitation in 3D. (b) For conventional
holography, we consider a 10 μm diameter disk target, and show (from top to bottom) projection views of
two-photon absorption in the (x,y), (z,y), and (z,x) planes. (c) With 3D-SHOT, the CTFP was adjusted to a 10 μm
diameter target and the same projection views were recorded. (d) We measured the FWHM of the radial (top)
or axial (bottom) PSF measured through brain slices of varying thickness (* indicates p< 0.05, Kruskal-Wallis
Test with multiple comparison correction. Data represent the mean and standard deviation of n � 5
observations for each thickness of brain tissue). (Adapted from Pegard et al. [7])

(Fig. 2a). We recorded tomographic slice images by mechanically
moving the excitation objective along the z axis by 1-μm incre-
ments. The resulting data correspond to a quantitative 3D mea-
surement of two-photon absorption induced by the CTFP. We first
consider the case of conventional 3D holography (Fig. 2b). We
computed a 10 μm disk image target at z ¼ 0 where we imposed a
high-frequency speckle pattern to maximize spatial confinement
along the z axis. Projection views of two-photon absorption along
the y, x, and z axes show how, even in an optimized hologram,
inadvertent photostimulation remains possible above and below a
neuron targeted with this method. With 3D-SHOT however,
experimental results (Fig. 2c) show that temporal focusing signifi-
cantly enhances spatial confinement along the z axis in the CTFP.
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Since 3D-SHOT is developed for the primary-use case of
optogenetic stimulation in brain tissue, we also recorded the effect
of propagation through scattering medium on the radial and axial
confinement of 3D-SHOT excitation. We cut acute mouse cortical
brain slices of varying thickness and placed them between the
excitation objective and the fluorescent slide. Recording
two-photon absorption through physiologically relevant amounts
of brain tissue revealed that scattering degraded radial resolution
only after passing through 400 μm of mouse brain (Fig. 2d,
200 μm: p ¼ 0.22, 300 μm: p ¼ 0.21, 400 μm: p ¼ 0.001,
Kruskal-Wallis). Although the axial point spread function exhibited
apparent degradation when imaged through brain tissue, this
decrease was statistically significant only after passing through
300 μm of scattering tissue (Fig. 2d, 200 μm: p ¼ 0.56, 300 μm:
p 0.04, 400 μm: p 0.05, Kruskal-Wallis).

2.2.1 Scanless 2P

Optogenetics Using 3D-

SHOT

For neurobiological applications, we evaluated the spatial resolu-
tion of 3D-SHOT via quantitative measurements of the photocur-
rent amplitudes elicited by optogenetic stimulation in neurons. To
do so, we expressed microbial opsins in neurons through in utero
electroporation of mice embryos. Opsin expressing neurons were
then brought under the objective either in acutely prepared cortical
brain slices or in vivo with head-fixed animals.

To measure the spatial resolution of optogenetic excitation
(or “Physiological” Point Spread Function – PPSF) we recorded
the neuronal response to multiphoton photostimulation as a func-
tion of the displacement between the holographic target and the
patched cell (Fig. 3a).

The efficacy of two-photon excitation is not only dependent on
the shape of 3D-SHOT’s CTFP, but also on the precise targeting of
this pattern to the cell soma, the level of opsin expression in the
targeted neuron, and the laser intensity. Computer-generated
holography already offers micron-level spatial resolution for placing
holographic targets onto the desired neurons with a microscope
objective. However, the level of opsin expression varies from neu-
ron to neuron, and consequently so does the required power level
for photostimulation. We experimentally compared (Fig. 3a) the
spatial confinement of 3D-SHOT and 2P-CGH (without temporal
focusing) for photoexcitation as a function of incident laser power
density. Toward this end we obtained voltage-clamp recordings of
neurons, and recorded the PPSF at a variety of different laser
powers (Fig. 3b). With conventional holography, we observed
substantial photocurrents 25–50 μm above and below the disk
image target, indicating that photoactivation of non-targeted neu-
rons is likely to be an issue. Temporal focusing significantly
enhances spatial resolution with 3D-SHOT, and photocurrents
are more significantly attenuated above and below the primary
focus (Fig. 3c). We observed that the axial resolution with
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Fig. 3 3D-SHOT generates axially confined photoactivation. (a) A photostimulation pattern generated with CGH
(top) or 3D-SHOT (bottom) was mechanically stepped along the optical axis (z) and passed through a cell
expressing opsin. Photocurrents were recorded in the whole-cell voltage-clamp configuration in neurons. (b)
FWHM of the characteristic response profile for both methods at various power levels. (c) Photocurrent
response profile for CGH (left) and 3D-SHOT (right) with a 10 μm disk target and different power levels. (d)
Spatial profile of two-photon evoked spiking of a L2/3 pyramidal neuron in a mouse brain slice (left) in the
radial dimension. Black: CGH; red: 3D-SHOT, p < 0.56 Mann-Whitney U-test, and (right), along the axial
dimension ( p < 0.006, Mann-Whitney U-test). (e) Quantification of the FWHM comparing CGH and 3D-SHOT.
(f) Full volumetric assessment of photostimulation resolution, points throughout the volume were tested, but
only points that elicited spike probability greater than zero are shown. (Adapted from Pegard et al. [7])

3D-SHOT was significantly improved relative to CGH, even using
several orders of magnitude more laser power. Whereas
two-photon photoexcitation with CGH relies only on defocusing
to confine the excitation light to the desired volume, 3D-SHOT
benefits from simultaneous defocusing and temporal confinement,
as femtosecond pulses are temporally stretched above and below
the desired target which further attenuates the nonlinear response
regardless of the targeted area in the (x,y) plane [41]. 3D-SHOT’s
shallow relationship between laser power and spatial resolution is
critical, in that it allows sufficient excitation light to generate action
potentials without significant loss of spatial confinement, as it nor-
mally occurs with CGH, and gives the user the option to use
additional power to reliably stimulate neurons when the exact
level of opsin expression is unknown without significantly affecting
spatial resolution.

2.2.2 3D-SHOT

Photostimulation with

Single-Neuron Resolution

We next quantified the physiological spatial resolution of CGH and
3D-SHOT in neurons by measuring the spiking probability along
the radial direction in the imaging (x,y) plane and along the optical
(z) axis. We compared holography and 3D-SHOT by projecting a
single photostimulation target placed at a distance (x,y,z) from a
patched neuron in mouse brain slice, either with single copy of the
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Fig. 4 3D-SHOT provides cellular resolution photostimulation in a large volume through digital focusing. (a) To
quantify the spatial resolution of 3D-SHOT as a function of hologram target depth, we recorded the spike
probability in cortical neurons while digitally targeting varying positions along the optical axis (z), and
measuring resolution by mechanically sweeping the objective over the entire (z) range and measuring the
response at each point. (b) Spike probability in cortical neurons while targeting the same cell from different
axial displacements ( p ¼ 0.2, Kruskal-Wallis Test). (c) Spike probability resolution as a function of digital
displacement – shaded green colors denote mechanical sweeps across the optical axis for different digital
displacements. (d) Quantification of the FWHM for the axial fit of spike probability as a function of digital
defocus from the focal plane ( p 0.17, Kruskal-Wallis Test). (Adapted from Pegard et al. [7])

CTFP with 3D-SHOT or a disk-shaped pattern of equivalent size
using CGH. We measured spike probability as the hologram was
displaced in small increments by mechanically moving the objective
relative to the patched cell. Experimental results (Fig. 3d) show
similar spatial resolution with both methods in the radial direction
in the focal plane, with a FWHM of 10 � 2 μm for holography, and
9 μm� 1.3 for 3D-SHOT (p ¼ 0.57, Mann-Whitney U-Test)
consistent with the dimensions of the disc and Gaussian patterns
at the focal plane (Fig. 4a).

However, with conventional holography, the spike probability
along the z axis does not permit single-cell resolution
(FWHM ¼ 78 � 6 μm). In contrast, 3D-SHOT provides far
superior resolution (FWHM ¼ 28 � 0.7 μm, p ¼ 0.006, Mann-
Whitney U-Test, Fig. 3d) compatible with single-cell resolution in
all three dimensions, in that the FWHM of spike probability is on
par with the typical dimensions of a cortical neuron and their inter-
somatic spacing (Fig. 3e). We recorded from neurons in brain slices
and measured the spiking probability in response to 3D-SHOT
excitation by digitally refocusing a hologram to stimulate positions
throughout a 50 � 50 � 100 μm (x,y,z) grid. This experiment
revealed that the neuron was photoactivated only when the disc
image was targeted to the cell body (Fig. 3f).

2.2.3 Spatially Precise

Remote Control with 3D-

SHOT

A major advantage of holographic optogenetics is the ability to
photoactivate neurons at different depths that are part of the
same circuit. Since the major advance of 3D-SHOT is its ability to
target temporally focused patterns arbitrarily in 3D, it is vital that
3D-SHOTmaintains its ability to activate neurons with high spatial
resolution even when digitally focusing light far from the zero-
order of the optical system (e.g., the center of the optical axis at
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the natural focal depth of the system). Therefore, we next evaluated
the accessible depth within the volume of interest by measuring the
activation and spatial resolution as a function of the distance from
the holographic zero order. Toward this end we measured spike
probability in neurons via current clamp in mouse brain slices
(Fig. 4a). To test if the CTFP can be digitally displaced along the
z axis, we systematically moved the digital focus of the hologram
(with a lens term on the SLM), and accordingly corrected the
mechanical position of the objective by the same distance
(δzDigital ¼ �δzMechanical). This test showed that 3D-SHOT effec-
tively photostimulates cells at locations distal to the zero order, as
photocurrent and spike-probability were not affected by digital
offset in z (Fig. 4b, p 0.2, Kruskal-Wallis).

We next asked if the axial resolution of stimulation was constant
when stimulating away from the natural focal plane at z ¼ 0. For
this we measured the FWHM of the axial PPSF as a function of
digital defocus. As before, we digitally moved the holographic
target along the z axis, but instead of matching the digital and
mechanical offset, we stepped the objective across the entire range
of the z axis and measured the physiological response at each
location. This allowed us to measure the axial spatial resolution of
photostimulation from locations distributed on either side of the
optical axis. Results show that 3D-SHOT effectively confines exci-
tation to the desired depth range throughout the 180 μm range
that we sampled, as the FWHM of stimulation did not change as a
function of digital defocus in z (Fig. 5c, d, p¼ 0.17, Kruskal-Wallis
Test). These experiments show that 3D-SHOT retains axial con-
finement capabilities that are compatible with single-cell resolution
for photocurrents and spike probability while targeting neurons at
any depth within the accessible volume defined by the SLM and the
microscope assembly.

2.2.4 Volumetric

Optogenetics at High

Spatial Resolution

In addition to being able to create multi-target patterns at arbitrary
depths with precise power control, the utility of 3D-SHOT for
various applications is also determined by the absolute targetable
volume and the number of targets that can be placed in a single
hologram with the appropriate spatial resolution. To test the limits
of the volume that can be simultaneously targeted using 3D-SHOT
in our setup, we randomly selected up to 75 points distributed
throughout the 350 μm � 350 μm � 280 μm volume of interest,
and generated a point cloud hologram simultaneously targeting all
of these points. We measured 2P absorption using a sub-stage
camera (as in Fig. 2) and we measured the radial and axial confine-
ment of each spot in the multi-target hologram (Fig. 5a). Quanti-
fying the radial and axial FWHM showed that adding additional
targets (up to 75) did not degrade the confinement of light in
multi-spot holograms (Fig. 5b, p ¼ 0.34 Axial FWHM, Kruskal-
Wallis).
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Fig. 5 Spatial resolution with simultaneous targets throughout a large volume. (a) 3D-SHOT was tested by
simultaneously targeting 75 randomly distributed targets within the full operating volume defined by the SLM’s
spatial range for the first diffracted order. Projection views of the 3D reconstruction of 2P-induced fluorescence in
a calibration slide are shown along the (y, z), (x, z) axis, with a 3D projection. (b) Similar experiments were
repeated with 20, 30, 50, and 75 targets. The FWHMs of the two-photon response were computed for each target,
and show that spatial resolution and axial confinement are not significantly degraded by increasing the number of
simultaneous targets in any given hologram (axial FWHM: p¼ 0.34, Kruskal-Wallis; radial FWHM: p< 0.001 for
75 ROIs; p > 0.05 for all other comparisons). (Adapted from Pegard et al. [7])

Overall, our experiments show that with 3D-SHOT as with
CGH, the accessible volume and available optical power under the
objective depends on the diffraction efficiency of the SLM, the laser
power, and on cumulative losses across the optical path. Altogether,
these design parameters determine the number of neurons that can
be simultaneously illuminated with the desired spatial resolution.
Here, with 600*800 pixels on the SLM, we characterized single-
shot photostimulation of up to 75 targets (limited by laser power)
with no degradation of resolution within a 0.034 mm3 volume
(350 μm � 350 μm � 280 μm, Fig. 5). For comparison, custom
photostimulation patterns have been demonstrated in previous
works within a 0.017 mm3 operating volume with multi-level TF
[51] (240 μm� 240 μm� 300 μm), ~6.25� 10�4 mm3 with point
scanning methods (250 μm 250 μm 15 μm) [18, 33].

2.3 Calibration of

3D-SHOT with Imaging

System

The calibration and alignment of the optical system is critical to the
successful use of any multiphoton stimulation system, this is made
even more challenging when improving the resolution of such a
system. Furthermore, whereas it is customary to report the best
possible resolution in optics publications (to explain the potential
of the technique), it is also known that the resolution is not con-
stant throughout the entire working volume. However, for
biological experiments, it is necessary to know what the actual
resolution is at any given point in the working volume.
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Furthermore, even subtle errors introduced by aberrations of lenses
and the SLM can lead to mistargeting problems that will prevent
accurate experiments if they are not accounted for. To that end, we
developed a calibration protocol and numeric tools to map the 3D
holographic stimulation path with the multiplane two-photon
imaging path. This calibration empirically accounts for aberration
and deformities that are introduced both by the SLM and asso-
ciated lenses, but also by the optomechanical defocusing method
(in this example an electro tunable lens; ETL). This strategy pro-
vides both an improved calibration over less thorough procedures,
and even more critically accurate measurements of the size of the
holographic disk throughout the useable volume. While this proce-
dure is quite slow, it is fully automated and can be run overnight (see
Note 2.3.1). Scripts are available at https://github.com/
adesniklab/3D-SHOT/AutoCalib

In addition to the 3D-SHOT and 2P imaging system described
above, the calibration requires a substage camera (Fig. 6a). While
many camera objective pairings are theoretically useable, we used a
Basler camera (acA1300-200um) with a 5� Olympus air objective
(Olympus MPLFLN) and a thin fluorescent slide (see Note 2.3.2).
Care should be made to match the substage camera’s field of view
to be at least as large as the imaging field of view.

Calibration Procedure

(a) Manually position the substage camera such that the slide is in
focus, and the illuminated area is in the center of the substage
camera’s field of view. Tip: It may help to zoom in the 2P image
and/or reduce the line count to get more visible fluorescence on
the substage camera. However, care should be made not to
photobleach the slide, and it will be necessary to return the
imaging conditions to their normal settings before the rest of
the calibration.

(b) Compute 500–1000 test holograms containing a single target
randomly placed throughout the imaging accessible volume.
Tips: Random spots work slightly better than regularly placed
spots to avoid overfitting.

(c) Coarse Alignment. Sequentially illuminate each hologram
with the same power and record the fluorescence on the
substage camera (Fig. 6a). Move the objective mechanically
in 25-μm steps increments throughout the useable volume to
get a stack of images for each hologram. From this stack you
can get the expected XY location of each hologram, and the
peak fluorescence depth. Tips: Make sure that the power level
you use here is neither saturating the substage camera, nor too
dim to be visible. As holograms near the center of the optical axis
will be brighter (better diffraction efficiency) we recommend

https://github.com/adesniklab/3D-SHOT/AutoCalib
https://github.com/adesniklab/3D-SHOT/AutoCalib
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Fig. 6 Calibration protocol for 3D-SHOT. (a) Substage camera assembly for calibration with a uniform
fluorescent thin film on a microscope slide. (b) A single hologram is imaged at 13 different planes by moving
the hologram with respect to the thin fluorescent slide. The full range is�40 μm from the estimated center of
the hologram. (c) We fit a Gaussian curve to the measured fluorescence at each plane for each hologram
recorded in (b). Relevant resolution characterization values (peak intensity, FWHM, and depth) are extracted
for each hologram. (d) We first identify the relationship between the predicted SLM defocus and the detected
depth of the corresponding holograms. (e) Mapped relationship between hologram FWHM and the hologram
depth (left) is measured in the entire volume accessible by the SLM (right). (f) Hologram diffraction efficiency is
measured throughout the field of view. (g) True depth of the two-photon imaging planes, as detected by the
substage camera. We note that the planes are neither flat, evenly spaced, nor parallel to the axis of the
camera, but that the calibration will account for all those discrepancies. (h) The final hole pattern in SLM space
accounts for aberrations and curvature from both the SLM/stimulation path and imaging path. (i) Images of the
holes ablated in the first plane, and for a subsequent plane. The hole pattern is asymmetric, so that
subsequent planes will not burn in the same location. (j) Simulated targeting error over the full calibrated
volume
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using a test hologram near the zero order block and set the power
such that it is just below saturating the camera pixels.

(d) Fine Alignment. Take a z stack at 5–6 μm spacing for the
�40 μm around the expected Z location of each test holo-
gram (Fig. 6b). Extract the fluorescence at the center of the
hologram across the measured depths and fit this value to a
Gaussian. The width of this Gaussian is the axial FWHM for
the measured XYZ depth, and the peak of the Gaussian will be
used to determine the diffraction efficiency for this point
(Fig. 6c). The radial FWHM is determined by the fluores-
cence profile of the holographic spot at the best depth. It is
best measured by fitting the observed fluorescence to a
Gaussian, but as it is measured at a high spatial resolution
already, this is not critical. Tip: while there may be aberrations
or curvature from the SLM or other optical elements, they don’t
need to be explicitly corrected as the general mapping strategy
will account for all smooth distortions.

(e) Fit SLM locations to substage cameras. For every SLM XYZ
coordinate we now have a corresponding XYZ location
measured by the substage camera with the depth determined
from the z stack. Some holograms may need to be excluded if
they were not properly detected (see Note 2.3.3). Use a
polynomial fit to map SLMXYZ to CameraXYZ (Fig. 6d).
Tip: When fitting make sure to scale both the camera pixels and
the z depth to similar size units (such as μm) to prevent over-
weighting one axis. It is best practices to use ‘hold out’ data to
test the fidelity of your fit. This will allow you to detect if there are
systematic problems in your procedure.

(f) At this point you will have collected all the necessary infor-
mation to detect any variation in the shape of the holograms
throughout the useable volume. Axial FWHM is often
degraded when reaching the limits of your optical system
(both radially near the edges, and axially at far defocus levels).
It is important to restrict your experiments to locations where
this FWHM is acceptable for your application (Fig. 6e).

(g) To determine the diffraction efficiency as a function of target
location in the accessible volume, you may divide the
observed peak fluorescence from the fine calibration by the
best fluorescence observed in the experiment. Here again, we
recommend a polynomial interpolation to map the scalar
“diffraction efficiency as a function of the SLMXYZ coordi-
nates” (Fig. 6f). Tips: The diffraction efficiency accounts for
many spatially dependent losses of observed fluorescence beyond
holographic diffraction efficiency itself. This however works out
to the more useful measure when running biological experi-
ments. Furthermore, it would be more correct to get the best
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possible measurement of fluorescence with the zero-order block
removed and a zero-order hologram. However, in practice this is
unnecessary, the disruptions from removing and replacing the
zero-order block are non-negligible, and the absolute value of the
measured diffraction efficiency is less important than the exact
profile along which it falls off.

(h) Record the XYZ shape of each imaging plane. Due to aberra-
tions induced by the ETL and the other lenses in the imaging
path (and the substage camera itself), each imaging plane will
have some three-dimensional shape, and they will be different
for all defocusing levels. Image the slide at a single ETL-based
depth and record the fluorescence on the substage camera.
Then move the objective axially to create an orthoscopic
image of its 3D profile. Repeat for many ETL defocus levels
corresponding to the range you want to calibrate (Fig. 6g).
Tips: Make sure to use enough power to be visible on the substage
camera but not bleach. Increase the camera acquisition time, or
frames averaged to get sufficient signal to noise.

(i) Using a polynomial fit, map the measured Z depth to each
ETL depth value as a function of XY position. Tips: you should
be able to see the shape of each of your imaging planes, curvature
and ripple in these planes is common and usually not detrimen-
tal to imaging quality or stimulation success.

(j) To perform the final step in the alignment relating camera
space to imaging space we calculate the SLM coordinates that
are necessary to place holographic spots on each of the ETL
planes that will be calculated. We use a grid of at least 16 tar-
gets per plane, each target offset laterally so that the projec-
tion of all targets onto a single plane will not be overlapping.
Calculate single target holograms for each of these targets
(Fig. 6h, i).

(k) Ablate or bleach a hole in the fluorescent slide for each of this
second set of holograms. Take a two-photon image of the
slide at the appropriate ETL depth before and after each hole.
The difference between this before and after image will reveal
the XY position of each hole and the ETL depth can be used
as the detected depth to create a 2PXYZ map for each of the
second set of holograms. Tips: setting the ablation power can
be tricky, higher peak energy, lower wattage pulses appear to
bleach the slide more than they create cavitation and thus
provide a more representative “hole”. We use 5x the standard
imaging power for 500 ms to ablate a hole.

(l) Fit the picked CameraXYZ locations to the detected 2PXYZ
locations using a polynomial fit as above. The final calibration
is 2PXY + ETLZ -> CameraXYZ -> SLMXYZ (Fig. 6j). Tips:
All of these fits are symmetric so it can be self-checked by
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measuring the error by attempting to map coordinates onto
themselves with a “round trip” interpolation between any two
coordinate systems. Additionally, since the last step ablates tar-
gets for which both SLMXYZ and CameraXYZ coordinates are
known, a second mapping can directly compare SLMXYZ to
2PXY + ETLZ coordinates, but since this approach does not
include a true measurement of Z it is assumed to be less accu-
rate. Typically, the mean interpolation error for a calibration is
<2 μm throughout the entire useable area.

(m) Troubleshooting. There are two very common sources of mis-
calibration. First, imaging conditions can change. This can
occur due to evaporation of the immersion liquid, instability
in lasers, or other sources. Sometimes the fluorescent inten-
sity of holograms decreases over time. To detect this, plot the
peak hologram intensity in order in which it was measured, as
the locations are randomized, if any trend is visible it indicates
some instability. Imprecise points can be manually excluded
or the whole procedure can be repeated with steps taken to
ensure that this problem will not occur again.

Second, the calibration slide may move. Since the calibra-
tion can take many hours, even subtle movement of the slide
will disturb the calibration. This can be an insidious problem
as depending on when this movement happens it can manifest
in different ways. Prevention is the best remedy, and firmly
securing the slide and the substage camera will mitigate this
issue. A wise step at the end of a calibration is to conduct a
hole test by ablating targets above and below a test location,
with offsets of a few microns, to test the XZY accuracy (even
2 μm offset target will burn less efficiently than a properly
targeted hologram). Typically, slide movements will only
result in a XYZ offset and a digital offset can be applied
without the need for a full recalibration. This approach can
also help fix small post-calibration misalignments that may
occur if there is any drift of the laser beam, when a full
recalibration is not desired.

Notes

2.3.1: Overnight calibrations: While the described calibration is
designed to run autonomously, several problems can arise that
will disrupt it. First, the immersion liquid between the objective
and the slide can dry up. To avoid this, we use a 1:10 dilution of
Ultrasound Gel (NA 1.0, Parker Aquasonic 100), and create a
well to hold excess liquid. Second, if the setup is much more
susceptible to movements during calibration than it will be in
its final form. We also recommend signage to ensure nobody
disturbs the procedure.
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2.3.2: Thin Fluorescent Slide: The detected resolution will be
dependent on the thickness of the thin fluorescent slide. We
manually spray Fluorescent Red (Tamiya TS-36) spray paint on
standard microscope slides, and then screen each to be of
uniform, minimal, and comparable thickness using the
two-photon imaging system. As the diffraction-limited spot
(DLS) of the imaging system is smaller than the 3D-SHOT
spot, it is a useful benchmark for slide quality. For this step, we
take a z-stack of the stationary imaging DLS using various
slides. Variation of the same spot in the same location is caused
by the slide thickness, and thus slides that report the smallest
axial FWHM will be the thinnest. It is very important to pick a
slide and a field of view that is even and flat. Small and sparse
blemishes will be tolerated by the redundancy of the calibra-
tion, but large uneven fluorescence, or frequent scratches or
holes will prevent accurate power calibrations.

2.3.3: There are many reasons why a given hologram may be
poorly detected (e.g., out of range of the camera, insufficient
diffraction efficiency, high noise), but these poorly read data-
points will increase the overall error of the calibration and
decrease its usefulness. It is therefore better to have a smaller
high-quality calibration than a larger one that contains inaccu-
rate data. To ensure data quality, we set a brightness threshold
for each hologram to be included in the calibration. The peak
fluorescence should be at least 2� the Standard deviation of the
imaging noise, points that do not satisfy this criterium are
removed from the calibration data.

2.4 Comparison of

Opsins for Precise

Activation of Activity

Precisely timed neuronal activation cannot be achieved through
technological progress in optical instrumentation alone. The
molecular actuator, i.e., the opsin, is also a critical element for
proper control of neural activity. The opsin must be selected delib-
erately, such that it synergizes with your chosen optical stimulation
technique. In this section, we specifically discuss the selection of
opsins that best leverage new capabilities introduced by 3D-SHOT
to simultaneously illuminate the entire cell with strong photocur-
rents. Simultaneous illumination approaches as opposed to “spiral
scanning” favor opsins with very fast kinetics and high peak ampli-
tudes, enabling precise timing of action potentials with minimal
jitter. Oppositely, asynchronous scanning-based approaches may
benefit from slower opsins allowing for greater integration times,
and can be activated with less laser power, but at the expense of
temporal precision. Both approaches require opsins that are well-
activated by 1030-nm light to best match commercially available
high-power stimulation lasers.

The requirements for opsin constructs for 2-photon optoge-
netics differ considerably from those used for one-photon activa-
tion. Most notably, multiphoton approaches benefit from “soma-
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targeted opsin constructs”, i.e., those that are only expressed in the
soma and proximal dendrites. Without soma targeting, the spatial
resolution is compromised [11, 19, 56]. Furthermore, other opsin
properties, such as photocurrent amplitude, absorption spectrum,
and photocurrent kinetics, will strongly affect the experimental
abilities of a 3D-SHOT system. These biophysical properties will
interact with both the imaging and 3D-SHOT system and will alter
the resolution, precision, and scale of neural control that is possible.
We will briefly summarize how these properties interact, before
describing a protocol for assessing opsin properties with regard to
how to best activate or suppress a neuron. While many techniques
are employed in this evaluation process, we will focus on those steps
that are germane to opsin evaluation and two-photon optogenetics
while directing the reader elsewhere for some technical procedures.
While we will focus on selection of activating opsins, we will briefly
discuss the additional concerns surrounding selection of a suppres-
sing opsin.

We will also include, where possible and relevant, data on
existing opsins. While many studies focus on individual features of
opsin behavior, proper evaluation of an opsin requires a holistic
understanding of many properties of those opsins. There are rela-
tively few commonly used activating opsins used with multiphoton
optogenetics the most common variants are ChR2 [28], C1V1
[8, 13], ChrimsonR, Chronos [15], ChroME [11], ReaChR
[57], CoChR [56], and ChRmine [14] each with their own advan-
tages and disadvantages. Opsins for two-photon suppression are
less well characterized with only Arch [13], NpHR3, PsuACR, iC+
+, GtACR1 [11], and GtACR2 [58] being described.

l

We will select for opsins that:

Are well-trafficked to the somatic membrane with little toxicity.

l Have large photocurrents.

l Have fast kinetics.

l Are well activated by 1030-nm light.

l Are compatible with the all-optical approach of choice.

l Can reliably drive spiking in vivo.
Procedure

1. Subcellular Targeting.

When expressed in neurons, the opsin must be properly traf-
ficked to the cell membrane but restricted to whatever extent
possible away from the distal dendrites and axons (Fig. 7a). A
sequence from the Kir2.0 channel [59] can be very helpful to
export from endoplasmic reticulum, while a portion of the Kv2.1
channel [60] has become the standard (but not the only [56])
“soma targeting” motif, facilitating both membrane expression
and restriction to the soma and proximal dendrites. It is advisable
to use all subcellular targeting motifs even when testing opsins in
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Fig. 7 Characterizing opsin characteristics for use with 3D-SHOT. (a) Comparison of non-soma-targeted opsin
localization (left) to soma-targeted opsin localization (right). (Adapted from Mardinly et al. [11]). (b) Compari-
son of photocurrent FWHM (right) at different points on the opsin response function (left). Closer to saturation
(dark blue), the actual FWHM of the photocurrent is larger than the theoretical opsin FWHM. (c) Comparison of
photocurrent amplitude and kinetics for several commonly used opsins expressed in CHO cells. (Adapted from
Sridharan et al. [61]). (d) Schematic of three common opsin kinetic metrics: left, time to peak used to measure
opening kinetic. Center, desensitization. Right, tau off, a metric of decay kinetic. (e) Schematized absorption
spectra for three opsin types compared with GCaMP absorption spectrum (dashed green). (f) Schematic of
how, with fast imaging and slow opsins (top left) scan-induced photocurrents can accumulate to produce
unwanted spiking, while in other conditions they decay and do not produce spiking. (g) Schematic displaying
how under different stimulation conditions, short laser light pulses (left) can produce more or less reliable
spike trains depending on opsin characteristics
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reduced preparations such as CHO cells, as membrane targeting
can affect photocurrents substantially. To begin opsin characteriza-
tion, it is advisable to examine the trafficking of your opsin by
creating a construct with the opsin fused to a fluorophore, even if
ultimately a different fluorophore configuration is preferable. This
way, one can ensure that the construct is well-trafficked to the
membrane, while still restricted as much as possible to the soma.
Furthermore, internal protein aggregation may be an indicator of
toxicity. For more detailed discussion of toxicity assessment at
multiple stages, see Note 2.4.1. In our experience, with the excep-
tion of incidences of overexpression, the gene delivery technique
(e.g., AAV, IUE, transgenic) does not dramatically change intracel-
lular trafficking patterns. Still, the most rigorous approach is to
examine your particular opsin with the delivery mechanism you
will use (see Note 2.4.2 for a discussion of delivery approaches).

2. Photocurrents.

Photocurrent is perhaps the most obviously important measure
of potency for an opsin. In many cases the opsin that fluxes the most
current will be the most useful, as more potent opsins can drive
more cells with less energy. While it may be convenient to compare
the one-photon response to light, 3D-SHOT relies on the multi-
photon process and thus one-photon responses are not an accept-
able substitute (see Note 2.4.3).

There are two main criteria to consider when evaluating pho-
tocurrent. First, it is important to probe a large range of light
intensities. Different opsins will saturate (i.e., reach maximal pho-
tocurrent) at different illumination powers and at different photo-
current levels. While it is necessary to reach a certain threshold to
spike a cell (1 nA is a good approximation to spike a L2/3 pyrami-
dal cell with a 5-ms pulse), the shape of this curve will impact your
resolution. The minimal power needed to spike a cell will dictate
the total number of cells that can be activated with a given micro-
scope, and the total heat added for a given number of activated cells
(see Note 2.4.4). In addition, the further this current is from the
saturating current the better the effective resolution will be
(Fig. 7b).

While peak current is often reported, the average current over a
given pulse duration, or the total charge fluxed, is what ultimately
drives cell activation and thus is a more relevant measure for photo-
activation. This is especially important considering that many
opsins show desensitization (see detailed discussion in step 3,
Opsin Kinetics).

Available opsins differ greatly in photocurrent magnitude
(Fig. 7c). While direct comparisons of all commonly used opsins
is not available (though see Sridharan et al. [61] for comparison of
many), only ChroME family [11, 61] and ChRmine family [14, 62]
opsins appear to reliably reach the 1 nA benchmark. Cells
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expressing either CoChR [56], and ReaChR [57] occasionally
reached this threshold, but not reliably. It is possible that further
improvement of targeting and expression will help these opsins
reach this benchmark.

3. Opsin Kinetics.

While selecting the opsin with the maximum photocurrent
makes sense in many cases, it may come at the expense of speed.
Fast opsins are necessary to take full advantage of the temporal
control offered by 3D-SHOT and to write specific spike trains,
with low spike jitter and high fidelity.

A fast opsin must both open and close its ion channel very
quickly. If the closing kinetic is too slow, two or more action
potentials may result from a single stimulation [34, 52, 53], and
it may be impossible to drive cells to fire at high rates, disrupting
the ability to write a known train. Similarly if the opsin opening
kinetic is too slow, longer stimulation periods will be needed to
drive the cell to fire and the uncertainty (jitter) in action potential
timing [52] will increase.

Moreover, the opening (but not closing) kinetics of both acti-
vating and suppressing opsins [11, 46, 63] are often dependent on
laser stimulation power, adding additional complexity [11]. As the
precise mechanics that lead the opsin to transition between con-
ducting states is not yet fully understood [64, 65], and even less is
known about how these transitions may be affected by the
two-photon process, there is often no way to model or infer kinetics
based on the structure of an opsin alone. Instead, the only solution
is to measure these kinetics with each new prospective opsin.

The opening kinetic is often measured using the time to peak or
90% current, but τ derived from an exponential fit can also be
reported [8, 11, 15, 56] (Fig. 7d). During prolonged pulses,
many opsins’ photocurrents reduce with time, a phenomenon
known as desensitization (Fig. 7d). This may be either through
inactivation of a population of channels and/or by individual chan-
nels entering states with different conductance [53, 65]. At the
cessation of a pulse, the opsin current decays gradually. This closing
kinetic is typically reported by fitting an exponential fit and calcu-
lating the τ (Fig. 7d) [56]. At times, a double exponential may
better fit the data than a single one [11].

Several groups have endeavored to identify or engineer very fast
opsins for one- or two-photon use [11, 15, 66–69]; these promise
to be valuable tools for optogenetic control. While mutations that
speed up an opsin often come at the expense of total photocurrent,
this does not appear to be an absolute rule (note the success of
ChroME and ChETA [11, 68]). Furthermore, it is hard to know
how fast is “fast enough”? Chronos and the mutant forms,
ChroME opsins, are the fastest opsins used in 2p-activation to
date, and can be used in vivo to drive spike trains with jitter much
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less than one millisecond [11, 61, 70]. Nevertheless, in the correct
conditions even much slower opsins such as ChrimsonR [52],
CoChR [56], or ChRmine [14] can reach jitter of about 1 ms.
However, cells expressing these last three opsins struggle to follow
rates over 20 Hz [14, 52], probably due to their slower off kinetics.

4. Two-Photon Spectra.

The two-photon absorption spectrum of an opsin affects its
compatibility with imaging approaches and suitability for use with
the high-power lasers typically used for 3D-SHOT. A chief concern
with simultaneous imaging and holographic activation is the phe-
nomenon of crosstalk, in which the scanning diffraction-limited
spot used to excite GCaMP fluorescence also activates opsin mole-
cules (the reader may also refer to Chaps. 2, 3, 5, 6, and 11 of this
book for an extended overview of this phenomenon). Opsins with
low absorption in the range of wavelengths used to image GCaMP
(typically 910–930 nm) reduce crosstalk. Unfortunately, many tra-
ditional opsins are highly activated by blue light, so this has
required the development of many new opsins. Alternate calcium
indicators that absorb in other wavelengths are also available but are
much dimmer than available GCaMPs [71–73]. In addition, most
commercially available high-energy lasers emit around 1030 nm
[63]. Thus, the optimal opsin would have a peak photocurrent
around 1030 nm with a comparative minimum at the wavelengths
to image GCaMP (~930 nm) (Fig. 7e, see Note 2.4.5 for further
discussion of alternate strategies).

It is well known that fluorophores have two-photon absorption
spectra that are considerably different from their one-photon coun-
terparts [74]. To assess the sensitivity at various 2 photon wave-
lengths, the simplest approach is to use a 2p imaging microscope
with femtosecond laser (e.g., Ti: Sapphire oscillator) that is tunable
across a large range of wavelengths. Since spectral response is not
known to be affected by the light delivery method, using a scanning
imaging system to photoactivate opsins is a suitable approach to
compare the relative activation at different wavelengths and mea-
sure the spectral response profile. Recording photocurrents from
CHO cells at different wavelengths while scanning will provide a
two-photon spectrum for the opsin. Emission power varies with
wavelength, so be sure to test power out of the objective at all
testing wavelengths.

Of the common excitatory opsins, ChR2 [28] and CoChR
[56] are blue-shifted making them suboptimal for pairing with
GCaMP imaging (Fig. 7e). Several 2p-optimized opsins, including
Chronos, ChroME [11], and ReachR [57] peak around 1000 nm,
and more red-shifted opsins such as C1V1 [13], ChrimsonR [11],
and ChRmine [14] peak beyond 1040 nm.

https://doi.org/10.1007/978-1-0716-2764-8_2
https://doi.org/10.1007/978-1-0716-2764-8_3
https://doi.org/10.1007/978-1-0716-2764-8_5
https://doi.org/10.1007/978-1-0716-2764-8_6
https://doi.org/10.1007/978-1-0716-2764-8_11
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5. Characterizing Crosstalk in Imaging Conditions.

In most experiments, multiphoton optogenetics will be paired
with multiphoton imaging. It is important to expressly consider the
relevant ways that these two systems interact. While the stimulation
laser can create an artifact on the imaging system (see Note 2.4.6),
the more insidious form of crosstalk is where the imaging laser can
activate the opsin. This crosstalk results from opsins that are some-
what sensitive to imaging wavelengths, as discussed above. Even
when these depolarizations (or hyperpolarization in the case of
inhibitory opsin) are not enough to overtly change the spiking
rate of cells they can cause significant currents which may alter the
timing of action potentials.

Opsin kinetics and strength also influence compatibility with
2p imaging. A diffraction-limited spot is used for imaging scans
across a cell in a very different way than 3D-SHOT. Here, fast
opsins are again advantageous because activation will decay to
baseline between imaging frames, thus not driving the cell to
spike (Fig. 7f). Strong, slow opsins may be most vulnerable to the
effects of crosstalk, but this can be addressed at least in part by
interleaving several frames in different areas to extend the time
between repeated stimulation. In contrast, as activation is propor-
tional to dwell time of the imaging laser on a cell, approaches that
increase this dwell time, such as having a smaller field of view, will
suffer worse crosstalk [11].

Due to the many variables affecting crosstalk currents, includ-
ing imaging speed, power, wavelength, opsin kinetics, and more, it
is important to test the actual currents induced in your typical
imaging preparation [11]. Empirical measurements with your
opsin of interest and in the typical imaging conditions are essential
to understand the level of crosstalk that you will experience. Whole-
cell recordings, even in ex vivo slice, under analogous imaging
conditions will give the resolution needed to observe how large
the imaging-induced photocurrents are.

6. Characterizing In Vivo Spike Fidelity.

Ultimately the end goal of selecting an opsin is to cause neu-
rons to fire action potentials. While many opsin/stimulation com-
binations can drive cell spiking [11, 34, 52] it is important to
quantify the fidelity of this spiking. One should quantify to the
fraction of cells spikeable, the fidelity of response (i.e., the fraction
of pulses in which the cell spikes), the reproducibility of a response
(i.e., the fraction of pulses resulting in one and only one spike, also
known as no “doublets”), and the jitter of the resulting action
potentials (to understand the limits of your timing control).

Furthermore, these evaluations should be performed at a vari-
ety of frequencies, and in conditions most similar to your biological
experiments possible. Under different stimulation patterns and
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strengths, opsins may be more or less faithful (Fig. 7g), such as
strong, slow opsins producing doublets at high stimulation powers.
We recommend cell-attached or whole-cell recordings from the
anesthetized animal. Of these in vivo criteria, being able to reliably
evoke one and only one action potential per pulse is one of the most
challenging and useful features. While this analysis has not been
performed on all opsins both ChroME [11] and ChrimsonR [52]
can be driven in the regime where one and only one spike is
possible.

7. Considerations for Multiphoton Suppression.

Multiphoton suppression involves using an inhibitory or sup-
pressive opsin (one that hyperpolarizes a cell) instead of an activat-
ing one to prevent a cell from firing. Multiphoton suppression
employs many of the same concerns as multiphoton activation.
Concerns around spectrum, photocurrents, imaging compatibility,
and toxicity requirements are all very similar between activating and
suppressing opsins.

The primary difference is in the requirements for kinetics,
whereas activation requires a fast off kinetic to prevent doublets;
suppressing opsins have no such constraints. In fact, slower off
kinetics can be helpful, as they allow discontinuous (aka duty
cycled) light to achieve continuous inhibition. Similarly, as it is
rare to know the precise timing of a naturally occurring spike,
there is a diminished need for a fast on kinetic, but this comes at
the cost of needing to suppress activity for a long duration. With
increased photostimulation durations come increased hazards of
heat buildup, and corruption from optical artifacts. Furthermore,
opsins that desensitize to two-photon stimulation, i.e., have a high
peak current but a lower sustained current, such as iC++ [11], are
disadvantaged as the peak current contributes less to the overall
suppression of activity.

Finally, whereas photoactivation is a nearly binary process, a
spike is either evoked or it is not, suppression is graded. Even if a
given opsin stimulation can suppress spontaneous activity, a partic-
ularly large endogenous stimulus might overwhelm this inhibition.
As such many aspects of benchmarking inhibitory opsins are harder.
Nonetheless, GtACR2 [58], GtACR1, and Arch [11] have all been
used to successfully suppress activity in vivo. Although of these
Arch and GtACR2 only suppressed ~50% of spontaneous activity
[11, 58], whereas GtACR1 was more effective [11].
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3 Conclusion

When selecting an activating opsin for very precise manipulation of
spike trains there are a variety of factors that need to be weighed.
Thus, a holistic approach that evaluates all qualities of the opsin is
required to pick the optimal tool. Of the opsins that have been
tested for their compatibility with two-photon optogenetics, only
ChroME, ChRmine, CoChR, and ReaChR reach the photocurrent
benchmark of 1 nA. Of these only ChroME, and ChRmine can be
used to drive spikes with sub-millisecond jitter, and only ChroME
responded reliably at rates above 40 Hz. However, as more opsins
are developed for multiphoton use, this set of useable opsins will
continue to grow. In the near future, there will be a generation of
new opsins that are discovered or mutated from existing opsins that
will advance our ability to control the firing of cells. As the field
grows out of its infancy it is likely that more criteria will present
themselves as essential for selecting the best opsin. Until they do,
we hope this guide will aid in the benchmarking of future opsins for
the precise recreation of neuronal activity patterns.

Notes

2.4.1: While observing aggregates in structural imaging is a clear
indicator of possible toxicity, many exogenous proteins can
have deleterious effects on the health of cells without necessar-
ily forming aggregates. Thus, we recommend further assess-
ment of cell health for all preparations used for experiments.
Viral overexpression and/or combination with other stressors,
including calcium buffering from GCaMP, may further lead to
cells no longer responding physiologically. It is important to
benchmark the health of cells with your chosen opsin and
expression strategy. There are two broad categories to examine:
First the intrinsic properties of cells, and second their physio-
logical responses to stimuli. Intrinsic properties, such as a cell’s
input resistance, resting membrane potential, membrane time
constant, action potential threshold, and shape of an action
potential should all remain unchanged, between opsin expres-
sing and opsin negative cells, and are easily measurable in
ex vivo whole-cell recordings. Similarly, the resting firing rate
of cells in vivo should not be altered by the presence of an
opsin, nor when imaging with standard GCaMP imaging con-
ditions. Physiological assessment of cell health is more chal-
lenging and is often overlooked. Ideally, one would measure
the in vivo responses to given sensory stimuli and show that
they do not change with presence or activation of the opsin.

2.4.2: Opsin expression. While AAV delivery of opsin is a popular
and effective strategy for expression in neurons, it can
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introduce variability, especially dependent on differences in the
viral preparation [75]. Especially if new constructs are being
created, the time to develop new viral delivery systems may be
preventative. For this reason, we recommend using transfected
CHO cells for opsin biophysics such as kinetics, and in utero
electroporated cortical neurons for experiments assessing neu-
ronal responses. For photocurrent assessment, while CHO cells
will provide some information, we recommend using neurons.
Subcellular targeting and the interactions between endogenous
channels and opsins could potentially alter the effectiveness of
different opsin constructs. For this reason, we recommend
whole-cell voltage-clamp recordings in neurons in utero elec-
troporated with the opsin construct of interest.

2.4.3: The two-photon response of opsins: while relatively little
work has been devoted to comparing the two-photon
responses of opsins, several lines of evidence support that the
activation we see is indeed a two-photon process. First, others
[13, 46] have fit very low power activation of C1V1 or ChR2
and concluded that it better followed a quadratic fit rather than
a linear one. More recent work has shown [16] that a dispersed
laser pulse, with lower peak energy, is unable to activate Chrim-
sonR while a compressed pulse is.

2.4.4: The risk of brain heating is greatly expanded with multipho-
ton imaging and optogenetics. It has been shown that even
modest temperature increases used in one photon optogenetics
can sometimes affect firing rates of cells [76, 77]. Thus, the
much higher energies used in multiphoton optogenetics, and
to a lesser extent imaging, could in theory lead to aberrant
behavior. This concern is mitigated somewhat by a 2–3 �C
decrease in the overall temperature of the brain simply through
the cranial window and water immersion objective that is used
in the microscope [78, 79]. Nonetheless, brain heating espe-
cially with multiphoton optogenetics remains a risk [80, 81].

2.4.5: While, by far the majority of groups doing all-optical multi-
photon optogenetics use red-shifted opsins [11, 14, 16, 34,
82], others have focused on blue-shifted opsins with red indi-
cators [58]. In theory, 3D-SHOT should be fully compatible
with a lower wavelength laser. However, 3D-SHOT requires a
high-energy laser to stimulate many cells. As currently there are
few available lasers that have very high peak power at 930 nm, it
is difficult to build a system that can control many cells. None-
theless, this approach offers several advantages that should not
be overlooked. All opsins recorded to date have substantial
“blue shoulders”, i.e., current fluxed at lower wavelengths
than their peak. As such with a red-shifted opsin there will be
some activation by the imaging laser. This “scan activation”
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presents a potential confound that if not accounted for could
change the results of a biological experiment.

2.4.6: Stimulation laser-induced artifacts in imaging. Just as the
imaging laser can somewhat activate the opsin, so too can the
1030 nm stimulation laser drive GCaMP fluorescence, albeit
sub-optimally. This creates an artifact whereby pixels recorded
during stimulation will be contaminated and will appear
brighter, in severe cases (such as when stimulating many tar-
gets) this artifact can be much brighter than the GCaMP
fluorescence. Some groups have opted to exclude frames or
pixels containing artifact [14, 18] but this can be preventative
when stimulating at high rates, or for long durations, as is
required during optogenetic suppression. Instead, we recom-
mend syncing the firing of the stimulation laser to the phase of
the fast-resonant mirror. By only allowing the stimulation laser
to fire during the edge or flyback of the imaging field of view we
ensure that very few neurons are obscured by the stimulation
artifact. This can be achieved via a fast analog or digital circuit
that controls a sufficiently fast electro-optic modulator
controlling the stimulation laser’s power. As the rate of the
resonant mirror is ~8 kHz, this modulated cycle will be approx-
imately ~16 kHz much faster than any known opsins on or off
rate. This very fast duty cycle ends up being a significant advan-
tage. While this “gating” of the laser might exclude up to 50%
of the total energy hitting the sample, we see photocurrents
that are only reduced by 15–20%.
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