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Abstract 
Recent advances in computers and networking technologies and a fast-growing 
internet commtmity created inullense distributed data bases located miles away 
and having a capability to be updated continuously without the knowledge of the 
possible and prospective users. The ability to collect and store all kinds of data 
have outpaced the capabilities of individuals to analyze, swnmarize, and extract 
"knowledge" from them. Traditional methods of data analysis, based mainly on the 
analysts dealing directly with the data, is no longer the best alternative to be used. 
Although the database teclmology provided the basic tools for efficient storage and 
lookup for large data sets, the issues of how to enable engineers to understand large 
bodies of data remains a difficult problem. Recently, data mining approaches based 
on artificial neural networks, fuzzy logic, machine learning, statistics, expert 
systems, and data visualization are creating new intelligent tools for automated 
data mining and knowledge discovery. 

All these changes will have a profound impact on current practices used in 
manufacturing. The way bills of materials are created, products designed and 
process plans generated will be definitely different witl1 t11e availability of this new 
technology. In tllis paper the nature of t11ese changes and tl1eir implication on 
current practices will be discussed in reference to an intelligent data mining system 
being developed in the smart engineering system design laboratory. 
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I INTRODUCTION 

The advances of computer and networking teclmologies and fast-growing Internet 
community have brought a data glut problem to the world of science, business and 
government The capabilities for collecting and storing data of all kinds have far 
outpaced the abilities to analyze, summarize, and extract "knowledge" from this 
data. The Manufacturing sector is not immune to this change. 

Traditional methods of data analysis, based mainly on the individual dealing 
directly with the data are becoming obsolete. While database teclmology has 
provided us with the basic tools for the efficient storage and lookup of large data 
sets, the issue of how to help humans understand and analyze large bodies of data 
remains a difficult and unsolved problem. To deal with the problem, a new 
generation of intelligent tools for automated data mining and knowledge discovery 
is needed. This need has been recognized by researchers in different areas, 
including machine learning, statistics, intelligent databases, neural networks, fuzzy 
systems, expert systems, and data visualization. In this paper the impact of tltese 
new teclmologies on manufacturing practices, namely, product design and process 
planning is discussed. 

The Internet is basically a network of networks. It currently c01mects millions of 
networks to allow users to globally share information and computer resources. 
With the existence of the Internet, an user can share virtually anything that can be 
stored in a file. Internet communication is possible among networks on different 
platforms and in different environments. This capability of exchanging data 
dynamically is in part due to tlte development of communication protocols. 
Protocols are agreed-upon standards for exchanging data, and enable computing 
devices to communicate among various networks. 

The Transmission Control Protocol and the Internet Protocol (TCPIIP) were 
developed in the 1960s to provide a communication link, even if some of the 
connecting links between tlte devices were to fail. In 1969, tlte Department of 
Defense began using ARPANET, tlte first network based on tlte protocol 
teclmology. ARPANET initially c01mected four supercomputers. In tlte 1970s, 
educational and research institutions began to cormect to ARPANET to create a 
community of networks. In tlte late 1970s, TCPIIP became tlte official protocol to 
use on the Internet During tlte 1980s, tlte U.S. National Science Foundation 
replaced ARPANET with a high-speed network. This is the network tltat now 
serves as the backbone for tlle Internet today. When ARPANET was first IISed in 
1969, it consisted of only 213 registered hosts. By 1986, tltere were over 2300 host 
computers. In the early 1990s, tlle U.S. National Science Foundation transferred 
the maintenance and funding of tlle Internet to private fmmdations and 
corporations. Today, the Internet has several million host computers worldwide. 
The development of oilier protocols and otlter technologies, such as tlte World 
Wide Web, has contributed to tllis growtl1. 

The World Wide Web (WWW) is a distributed hypennedia system for 
information discovery, retrieval, and collaboration. It was created by scientists at 
CERN who wanted to share and gain access to research infonnation tlrrough a 
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common interface. By using a common interface, researchers no longer had to 
perfonn the many steps necessary to gain access to the different available Internet 
services. More and more people who use the Internet have seen the value of using 
a common interface (i.e. web browser). In just three years since it was introduced, 
the Web has grown to include users from all ages and vocations. It has proven its 
usefulness for browsing large, distributed document structures. However, as the 
amount of information available through the World Wide Web increases, it 
becomes more and more important to provide additional tools and teclmiques for 
finding servers of documents which contain relevant information on one's special 
interest. The main difference between a hypertext network and conventional linear 
text is that in a hypertext system, navigation is up to the user. The HyperText 
Transfer Protocol [I] is used by web seJVers to communicate with each other and a 
variety of client applications, such as, FTP, Gopher, and W AIS. [2,3]. 

Manufacturing systems of the twenty-first century need to be able to use tllis 
dynamic distributed data base environment, and change their product design and 
process planning practices in time. Hence, there is a need to design "smart" 
systems for this purpose that can interact with their environment, namely, 
continuously changing distributed manufacturing information base residing on t11e 
interconnected computers of the world and adapt to tlte changes in time and space 
by their ability to manipulate tl1e environment through self-awareness and 
perceived models of the world based on both quantitative and qualitative 
infonnation. This need will integrated base ftmctions of manufacturing, product 
design, process planning and control even furtl1er to be able to respond to global 
customer's changing requirements. The emerging technologies of artificial neural 
networks, fuzzy logic, evolutionary programming and data mining will provide 
essential tools for designing these smart manufacturing systems. In tlte following 
section a brief description of t11ese teclmologies is given. 

2 EMERGING TECHNOLOGIES 

1.1 Neural Networks 

Neural Network models have been studied and used extensively in the last decade 
in order to achieve human-like intelligence. The earlier works by McCulloch and 
Pitts [4], Hebb [5], Rosenblatt (6], and Widrow (7] as well as tlte more recent 
works by Feldman [8], Grossberg (9], Hopfield (10, 11, 12], Rumellmrt and 
McClelland (13), Sjnowski (14], and others (15- 20] have brought tile world many 
useful applications. Typical applications include: classification, decision making, 
financial analysis, medical diagnostics, optimization, pattern recognition, process 
control, robotics and automation, signal processing, and targeted marketing, time 
series prediction. 

Artificial Neural Networks are tile mathematical models, which represent the 
biological process of the human brain. In an Artificial Neural Network, tllere are 
three main components: neurons, interconnections, and learning rules. 
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Neurons 
The neuron is a simple device which approximates the function of the fundamental 
unit of the biological nervous systems. It receives and processes signals from either 
other neurons or the outside environment. then continually passes its output to the 
next level neurons. Each neuron can receive many input signals simultaneously, 
but there is only one output signal which depends on the input signals, weights of 
connections, threshold, and the activation function. 

Neurons can be classified into three types based on their inputs and outputs: 
input. output and hidden neurons. Input neurons are the ones that actually receive 
input from the environment. Output neurons are those that send the signals out of 
the system, and neurons, which have inputs and outputs within the system, are 
called hidden neurons. 

The purpose for including the activation function in the neuron is to confme the 
neuron's output to a pre-specified range. 

Interconnections 
The interconnection is a part of the network architecture, which propagates signals 
in a single direction from one neuron to the others, or even to itself. There is a 
weight value assigned to each connection. 

There are three different kinds of connections that link neurons in a network. 
• Intrafield connections: Connect neuron in the same layer. 
• Interfield connections: Connect neuron in different layers. 
• Recurrent connections: Connect neuron to its self. 

Learning Rules 
Learning in an artificial network is considered to as a change in the weight matrix. 
It can be categorized into two groups: supervised and unsupervised learning. 

Supervised learning uses the data set that contains input vectors and 
corresponding output vectors to train the network. The weight matrix of the 
network is updated as long as the total network error is greater than s (acceptable 
range of error). Such updating teclmiques as error-correction learning, 
reinforcement learning and stochastic learning are always included in this type of 
learning. E"or-co"ection learning adjusts the whole weight matrix in proportion 
to the difference between the desired and the actual values of the output neuron. 
Reinforcement learning is a teclmique in which weights are reinforced for properly 
performed actions and punished for inappropriate ones. Stochastic learning makes 
a random change in the weight matrix then determines resultant energy of the 
network. If the resultant energy is lower than the previous one, the change is 
accepted, otherwise the change is considered under a pre-chosen probability 
distribution. 

Unsupervised learning does not incorporate external teacher. It relies only on 
local information and internal control. 
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2.2 Fuzzy Logic 

Multivalued logic was first introduced in the 1920s and 1930s as a result of logical 
paradoxes. In 1965, Lofti Zadeh [21] published the paper "Fuzzy Sets" which 
formally developed multivalued set theory. This was thought of as the first time 
that the term "fuzzy" was introduced into the technical literature, and which 
inaugurated a second wave of interest in multivalued logic system. The recent new 
theory and application in fuzzy logic led to the current third wave of interest in 
fuzzy systems. Fuzziness measures the degree that an event may occur or the 
degree that an entity may be classified as something. Fuzzy logic systems permit 
variables to belong to more than one set of class. [22]. The fuzzy set concept used 
in intelligent data mining system described in this paper was introduced by Zadeh 
[21, 23] and summarized by Kosko [24]. 

2.3 Data Mining 

Data mining (also known as Knowledge Discovery in Databases- KDD) has been 
defined as "The nontrivial extraction of implicit. previously unknown, and 
potentially useful infonnation from data" [25]. It uses machine learning, statistical 
and visualization techniques to discovery and present knowledge in a form which 
is easily comprehensible to humans. There might be valuable infonnation in your 
data, but you simply cannot see it. It could not be as profound as a new law of 
nature. But no human who has looked at your data has seen this hidden infonnation 
which might be important. How can people find it? Data mining lets the power of 
computers do the work of sifting through the vast data stores. 

In recent years, data mining has attracted the interest of many researchers due to 
its importance of finding knowledge in growing size of databases [26-36]. Data 
mining deploys a variety of algorithms. Generally, the more algorithms in use, the 
higher the likelihood of accurate results. There are no certain rules and tools. As a 
result, current data mining researchers are fielding architectures that combine these 
techniques: neural networks, induction, association, fuzzy logic, statistical, and 
visualization. 

Gerber [37] summarized the commonly used approaches into the following four 
categories: 

• Predictive modeling: In OLAP (On-Line Analytical Processing), it uses 
deductive reasoning; in data mining, it uses inductive reasoning. Predictive 
modeling can be implemented in a variety of ways, including neural 
networks or induction algoritluns. 

• Database segmentation: The automatic partitioning of a database into 
clusters. It generally uses statistical clustering in its implementation. 

• Link analysis: Identifying collllections between records, based on 
association discovery and sequence discovery. 
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• Deviation detection: The detection of an explanation for why records cannot 
be put into segments. This can be implemented via different kinds of 
statistics. 

Generally, data-mining process includes the following sub-tasks: 
• Preprocess data: It includes the data collection, data cleaning, and data 

storing. 
• Search for patterns: This is usually the most crucial part of the data-mining 

process. A number of tools are being used for this purpose such as queries, 
rules, neural networks, machine learning, and statistics. 

• Analyst reviews output: The output of the previous sub-task is investigated 
here to decide whether to report the findings or to perform a revised pattern 
search. 

• Report findings: The findings will be further interpreted and response 
accordingly. 

All of these new technologies are incorporated into the intelligent data mining 
system that is under development. 

3 IMPACTS ON MANUFACTURING PRACTICES 

Availability of adaptive data mining system can have profound impact on product 
design and process planning. These can be summarized briefly as described in the 
following paragraphs 

3.1 Impact on Product Design 
Engineering design is essentially the process of converting the desires and needs of 
the customer into detailed specifications for a useable end product. It is a highly 
knowledge intensive and time-consuming activity which requires a great many 
decisions and judgments on the part of the human designer. It is also an imprecise 
art, since each designer differs in background. experience, preferences, and formal 
training. The more knowledge and experience the designers have, the better the 
chances for generating creative designs. Final product design impacts sixty to 
eighty-five percent of the total manufacturing cost. Hence, through analysis of 
design alternatives is essential prior to the finalization of the product design 
process. This is not an easy task as the munber of possible design solutions 
increases exponentially as new functional requirements and manufacturing 
constraints are introduced. The NP-complete (non polynomial in time 
characteristic of the design problem necessitates different search strategies in 
selecting the final design creating a wide variety of approaches adopted by 
researchers. How does an artifact get designed? How do fuzzy mental images and 
abstract concepts get converted to the crisp design: The process is not well 
understood at this time. Each researcher approaches the problem in a different way 
in an effort to generate the best design satisfy functional requirements. 
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Sub defines design as the culmination of synthesized solutions in the fonn of 
products. software, processes, or systems by the appropriate selection of design 
parameters that satisfy perceived needs through the mapping from fimctional 
requirements in the function domain to design parameters in the stmcture domain. 
This mapping process is not unique, and more than one design may result from the 
generation of design parameters that satisfy the functional requirements. Therefore, 
there can be an infinite number of feasible design solutions and mapping 
techniques. Sub's design axioms provide the principles the mapping technique 
must satisfy in regard to input requirements in order to produce a good design and 
provide a framework for comparing and selecting designs. The axioms are 
independence and information. The independence axiom states that in an 
acceptable design. the design parameters and the functional requirements are 
related in such a way that a specified design parameters can be adjusted to satisfy 
its corresponding functional requirements witl10ut affecting otl1er fimctional 
requirements. The infonnation axiom states tlmt the best design is a fimctionally 
uncoupled design that has a minimum infonnation content. 

Many researchers have been trying to develop a scientific theory or at least a 
mode of design. Their perspectives and views on tlte nature of design can be 
visualized as a feed-back loop of synthesis, evaluation, and analysis. The general 
model of the design process is inherently iterative and requires improvements until 
requirements are satisfied. 

Product design goes through all tl1e above stages. Intelligent data mining system 
can provide valuable infonnation to t11e designer in all stages as it has tl1e 
capability to predict the need of the designer and receive relevant information from 
the interconnected computers of the global village. This capability will impact four 
basic distinct aspects of product design: 
• Problem definition from fi1zzy sets of facts and myths into a coherent 

statement of the question 
• Creative process of devising a proposed physical embodiment of solutions 
• Analytical process of devising a proposed physical embodiment of solutions 
• mtimate check of tl1e fidelity of the design product to the original perceived 

needs 

3.2 Impact on Product Design 
Manufacturing planning, process planning, tnaterial processing, process 
engineering and machine routing are some of the names given to the topic referred 
to here as process planning. 

Process planning is the act of preparing detailed operation iustructions to 
transform an engineering design to a final part. It is the critical bridge between 
design and manufacture. Design infonnation can only be translated tluough 
process planning into manufacturing language. The detailed plan contains the 
route, processes, process parameters, machines, and tools required for production. 
The process plan provides tl1e instructions for production of the part. These 
instructions dictate the cost, quality and rate of production. Therefore process 
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planning is of utmost importance to the production system. In general, a process 
plan is prepared using the available design data, and manufacturing knowledge. 

Process planning is a data intensive activity that requires extensive search. 
Intelligent data mining system due to its ability to predict the need of the process 
planner and locate the source of information and knowledge to restrict t11e search 
can provide an important input in generating process plans. It is very difficult to 
envision tlle impact of tllis capability in manufacturing practices. 

4 INTELLIGENT DATA MINING SYSTEM 

4.2 The Model 
The term "Cyberspace" has existed for decades, while the term "World Wide 
Web" had not been known until recently. Cyberspace is a unified conceptualization 
of space spanning tlle entire Internet. It is a spatial equivalent of the World Wide 
Web. There is only one Cyberspace, just on an irregular network topology. It has 
brought tl1e infonnation from a distributed environment into a global infonnation 
universe. As the munber of web servers increases, surfing tlle Web is increasingly 
difficult. The proposed model, Cyber Agent, is seeking a computational model 
which can efficiently implement high-level intelligent processes instead of seeking 
to model the detailed biological aspect of the hunmn brain. 

The Cyber Agent (Fig. 1) is a smart engineering system built to help users search 
and organize the information. It contains two major subsystems, namely, 
WebTracer and WebOrganizer. They adapt behavior dynamically according to the 
environment and the special requirements of each individual. WebTracer is tlle 
wavefront of t11e CyberAgent while WebOrganizer is tlle brain of tlle CyberAgent. 
They are implemented using PERL and Common Gateway Interface (CGI) [38]. 

Web Server 

Web Server 

Figure 1: The CyberAgent Model 
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4.2 WebTracer 
WebTracer (see Fig. 2) is the wavefront of the Cyber Agent which obtains the 
infonnation from Cyberspace. While there are a number of search engines 
available which hold a tremendous amount of data. WebTracer is not meant to be 
another database-base search engine. Instead. it resides on top of the existing 
search engines. web robots, web spiders, and web wanderers [39]. This speeds up 
the searching process and eliminates the requirement for huge storage locally. It 
incorporates W AIS's [3] ability which answers Z39.50 infonnation requests to 
search several databases at once and lets the users select those databases. A hybrid 
system consisting of neural networks and fuzzy associative memory is used for 
conceptual search and approximate string matching. It improves queries based on 
the user's feedback. It creates links dynamically to the user's particular interests 
using HyperText Markup Language (HTML) [40]. 

The beauty of the World Wide Web is the wide availability of resources. To 
utilize the resources in Cyberspace, WebTracer first consults the online libraries 
which contain dictionaries, thesauruses, and encyclopedias for the keywords that 
the user provided and then launches the existing search engine to search the related 
information obtained from the online libraries. 

(online Librarie~ 

Figure 2: The Web Tracer Diagram 

4.3 WebOrganizer 
The popularity of web servers and web browsers has brought the information from 
a distributed environment into a global infonnation universe which is available at 
one's fingertips. As more infonnation is available in Cyberspace, the users will 
find more infonnation interesting to them. As the user surfs the web and adds 
bookmarks, it is increasingly difficult for them to find their desired infonnation 
from their bookmarks. 

The WebOrganizer (see Fig. 3) is the brain of the CyberAgent. It serves as a 
housekeeper of the web pages and bookmarks. Since the infonnation in 
Cyberspace and the distributed network environment is maintained by many 
people, documents may be moved or deleted, referenced infonnation may change, 
and the hyper-links (Unifonn Resource Locators, URL[41]) may be broken. Like 
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MOMspider [42], WebOrganizer maintains the hyper-links by transversing in 
Cyberspace. It checks the existence of hyper-links, moved documents, and recent 
modification dates. Besides, WebOrganizer can also expand the bookmarks by 
referring to the existing hyper-links in it It also has the capability to organize the 
bookmarks in a variety of ways specified by the user. WebOrganizer consults 
Web Tracer for the validity of hyper-links, and recent modification dates of hyper­
links. 

Figure 3: The WebOrganizer Diagram 

5 REMARKS 

Manufacturing engineers of the future need to understand and use large bodies of 
manufacturing data distributed globally and should be able to make sound product 
design and process planning decisions. Tllis is possible tllfouglt smart data base 
systems that can interact with their enviromnent and adapt to changes both in space 
and time. Emerging teclmologies of artificial neural networks, fuzzy logic and 
evolutionary programming are providing the necessary foundation to design such 
systems as described by the intelligent data nlining system. 
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