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A b s t r a c t .  The organization of video data-bases according to seman- 
tic content of data, is a key point in multimedia technologies. In fact, 
this would allow algorithms such as indexing and retrieval to work more 
efficiently. 
As an at tempt to extract semantic information, efforts have been devo- 
ted in segmenting the video in shots a and for each shot trying to extract 
informations such as representative video frame, etc. As a video sequence 
is constructed from a 2-D projection of a 3-D scene, processing video in- 
formation only has shown its limitations especially in solving problems 
such as object identification or object tracking. Further not all infor- 
mation is contained in the video signal and more can be achieved by 
analyzing the audio signal as well. Information can be obtaitmd from the 
audio signal either to confirm the results obtained by a video processing 
unit or to acquire information that  cannot be extracted from video (such 
as presence of music). 
This paper presents a technique which combines video and audio infor- 
mation for classification and indexing purposes. 

1 Introduct ion 

The segmenta t ion  of a video sequence in shots and the character izat ion of each 
shot has been suggested as a technique for organizing video information.  Tra- 
ditionally, a lgor i thms to  perform these tasks have been carried out  bo th  on 
compressed [6-7] or  uncompressed mater ia l  [4-5], using only video information.  

Depending  on the type  of video, shots  can be as long as 3-4 seconds or  less. 
For advert isements ,  usually, a shot  lasts roughly  2 seconds; in case of  movies, 
rarely it lasts longer than  a minute,  and around 10 sec. on the average. Further ,  
a shot does not  always coincide with a finite act ion of a movie; also consecutive 
shots are often semanticMly correlated to  each other.  

For this reason, efforts have been devoted to  group together  shots belonging 
to  the  same scene [11], where a scene can be defined as a set of  one or more  
consecutive shots which are "semantical ly" correlated.  

1 A shot is define as the interval between the begin and the end of a camera record. 
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Due to the high correlation between the video signal and the associated 
audio, a scene change detection can be performed using jointly audio and video 
information. In fact, a joint approach may lead to better performance for the 
analysis and characterization of audio-visual multimedia information. Since the 
audio signal is usually composed by several types of audio, such as silence, speech 
etc, a classification of the audio signal can be performed as a first step for the 
extraction of audio "semantic" information. 

In the next section a classification of the audio signal and a technique to 
segment the audio signal on the basis of the suggested classification will be 
proposed. Results obtained from the audio analysis will be shown. Section 3 will 
then propose a general scheme for scene change detection using jointly audio and 
video information. Section 4 will show some results obtained by a joint analysis 
of audio and video. Finally conclusion and future research issues will be discussed 
in the last section. 

2 A u d i o  P r o c e s s i n g  

In the field of audio processing, big efforts have been devoted to speech recogni- 
tion and speaker's identification and verification. In case of speech recognition, 
audio frames composed of speech, and background noise frames are considered 
[8]. In case of speaker's identification and verification, a speaker is recognized 
among a set persons [9]. Usually the process is divided into two steps. First, a 
learning procedure is applied to extract characteristic features for each person 
belonging to the group to determine his/her class, then the talking person is 
identified by a simple classification procedure. In practice, the audio signal is 
simply composed by speech and background noise. Here complex forms of audio 
are considered. They may thus involve more complex form of preprocessing, to 
separate the different components of the audio. In the same framework, a re- 
cent attempt to separate speech from music on broadcast FM radio has been 
proposed by Saunders [10]. 

In a real situation, all audio components are usually mixed together and no 
a priori information is available, such as number of speakers, type of background 
noise, etc. The first step is to try to separate the components. Once an audio 
classification is performed a further analysis can take place on each single type 
of signal in order to extract informations such as number of speakers, type of 
music, etc. 

In what follows, a classification of the audio file and a technique to perform 
such a classification is proposed. No other analysis on each class of signal is 
performed, while the result of the audio classification for scene change detection 
and characterization is directly demonstrated. 

2.1 Audio Segmentation and Classification 

Let us suppose that the audio signal is composed of a linear combination of 4 
types of signals: Silence, Speech, Music and Noise. 
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• S i lence  segments are those audio frames which only contain a quasi-stationary 
background noise, with a low energy level with respect to signals belonging to 
other classes. 
• S p e e c h  segments contain voiced, unvoiced and plosive signals [1]. 
• Mus i c  segments contain composition of sound with peculiar characteristics of 
periodicity. 
• No i se  segments are all other categories, i.e. everything which does not belong 
to the previous classes. In particular, this class contains non stat ionary back- 
ground noise. 
The audio signal is split in segments 2 which are consistent with the above clas- 
sification. For simplicity, a frame will be classified in only one of the previous 
categories, regardless if more than one of them is simultaneously present in the 
original signal. This choice is not as restrictive as it appears as we are interested 
on extracting semantic information: e.g., it is sufficient to identify talking people 
rather than if they are talking on a silent or noisy environment. On the other 
hand we do not want to classify as "Noise", frames containing also speech. The- 
refore, a priority has been created in the classification process: 1.Voice, 2.Music, 
3.Noise, 4.Silence. 

The audio classification is performed using non-overlapped frames of data. 
First, the algorithm processes the audio frames in order to detect silence seg- 
ments, this is performed with an algorithm based on energy information [2] 
which will be described later. Frames which are not classified as silence are fur- 
ther processed in order to detect the voice portions [1; 3] by the evaluation of an 
autocorrelation and Zero Crossing Rate (ZCR) measures. Those frames which 
are neither silence nor voice are analyzed to detect the presence of music, using 
again an autocorrelation measure. 

2.2 S i l e n c e  d e t e c t i o n  

Silence segments are detected based upon an analysis of the signal energy using 
an estimate of its local mean and standard deviation. The basic idea is that  the 
energy present in a silence frame is almost always lower than the energy present 
in a neighboring non silence frame. 

The algorithm does not require any a priori information on noise characte- 
ristics. An initial training must occur in order to evaluate the statistics of the 
background noise. The statistics are then dynamically updated. This requires 
the following assumptions: 
• in the background noise there are no abrupt  changes in statistics; 
• the audio signal starts with a silence segment so as to provide for an initial 
estimation. 
If the background noise can be considered wide stationary at least during short 
time intervals, the above hypotheses allow to update dynamically its statistics. 
Obviously using only energy information is not sufficient to discriminate bet- 
ween silence and non silence frames. Due to the stochastic nature of noise, there 

2 An audio segment is a set of one or more consecutive audio frames. 
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Fig. 1. FSM scheme 
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may be silence frames with high energy value. On the other hand, parts  of voice 
frames present very low energy values. To reduce the probabil i ty of wrong clas- 
sifications, past  and future information is used. This can be obtained with a 
Finite State Machine (FSM). As shown in Fig. 2 every t ime the energy value of 
a frame falls below m + K • c~, where m is the background noise mean energy, a 
its s tandard deviation and K a constant (typically set to 0.4), there is a transi- 
tion from state  i to s tate  i - 1 till s ta te  0 is reached. If  the energy value is above 
the aforementioned threshold, there is a transition from state i to s tate  i + 1, till 
s ta te  N is reached. State 0 represents the silence state while s tate  N represents 
the non silence state. Frames which belong to inter states are not classified until 
one of the two states (0 or N)  has been reached. These are then classified accor- 
ding to the reached state. In other words, using the FSM, a low energy fl'ame 
surrounded by high energy frames is classified as non silence and vice versa. The 
more the states of the FSM the less sensitive the system to energy fluctuations. 
Tests have shown that  for audio signals sampled at 44.1KHz, 8 is a good number  
of states for frames of 512 samples (11.6 ms). 

2.3 Speech and Music detect ion 

Speech detection has been carried out by evaluating an autocorrelat ion and 
Zero Crossing Rate  (ZCR) measures. If only continuous speech is present (apart  
from the background noise), the identification of formants  gives a certainty of 
voice presence. Because just  energy information is used to discriminate between 
silence and non silence frames, unvoiced frames which are at the boundaries of 
a voice segment could be classified as silence. To avoid this wrong classification 
a check on the ZCR is sufficient [1]. However, formants  are not present on all 
speech frames and sometimes even voiced segments lead to anomalous sounds. To 
reduce the probabili ty of misclassification a context based classification has been 
used: a non-speech frame surrounded by voiced frames is classified as speech. 

On the other hand, problems can occur when speech is combined with mu- 
sic. In fact, music has periodicities which sometimes fall in the same range of 
speech. Music-Speech detection/discrimination can be performed noting tha t  
usually music frames present periodicity with a fundamental  period which is 
somehow longer when compared to the voice counterpar t  and that  the ZCR 
function is smoother.  The algorithm tries to detect the speech segments evalua- 
ting an autocorrelation measure on frames of 1024 samples. I f  a periodicity is 
detected the ZCR is evaluated in order to confirm that  such a frame is a speech 
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frame rather than music. All frames which are not recognized as speech are rear- 
ranged in groups of two and for each group again the short-time autocorrelation 
function is evaluated. If a periodicity is detected, the group of frames is labelled 
as music, otherwise as noise. 

2.4 Audio  classification resul ts  

Simulations were carried out on: 
* 4 min. of audio containing silence and speech (A1); 
• 4 rain. of audio containing classical music (A2); 
• 4 rain. containing audio extracted from the movie "Pulp Fiction" with noise, 
people shouting, singing and-speaking (A3); 
• 3 rain containing audio extracted from the movie "Pulp Fiction" with applause, 
music, speech and songs (A4). 

A1 was recorded in a very silent environment 93% of silence frames and 96% of 
voice frames were detected correctly. 2% of silence frames were labelled as voice 
while 5% of voice frames were labelled as silence. The mismatch occurred only at 
the boundaries of the different audio frames. 80% of A2 frames were recognized 
as music while 15% were classified as voice and 5% as noise. A3 contained noise 
such as crashing dishes, slamming doors, a woman and a man talking, shouting 
and singing. The noise frames were all recognized (100%), the silence frames 
were recognized 94% .of the time, voice frames 95% of time, while music was 
identified 50% of the time. 

3 S c e n e  d e t e c t i o n  

So far, we have proposed a technique to classify audio signals. Let us see, now, 
how this classification can be used for scene detection and characterization. 

According to the previous definition of "scene", scene change detection can be 
performed using the shot cut detection together with other modules which clas- 
sify the audio signal and then exploit audio/video semantic correlation among 
shots. A possible scheme for jointly using audio and video information for scene 
change detection and characterization is proposed in Fig. 3. The split-and-merge 
procedure described hereafter on both video and audio signals is used to identify 
each scene. 

3.1 Split p rocedure  

On one hand, the audio file is split in segments according to the classification 
described above. On the other hand the video signal is split in shots. The shot 
cut detection can be performed using techniques such as [4-7]. In our algorithm, 
the Hampapur [5] procedure has been implemented. 

Note that during the shot cut detection procedure, it is important not to have 
misses, while false shot cuts are less critical as scene change detection will be 
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Fig. 2. Scene characterization block diagram 
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MD 

: Video Shot Cut Detector 
: Video Features Extractor 
: Silence Detector 
: Music Detector 

SCD : Shot Cut Detector 
SC : Scene detector & Characterizator 
SPD : Speech Detector 

performed by trying to merge subsequently the detected shots. If a miss happens, 
the scene will be affected by this error, while for a false cut it is likely that  the 
two shots will be grouped together during the merging stage described in the 
next subsection. 

3.2 M e r g e  p r o c e d u r e  

Once the shot change detection has been performed (see Fig. 3), the "VFE" 
module tries to extract features from each shot by identifying the largest object, 
using for example a joint segmentation and tracking strategy. 

The merging procedure is then performed by the "SC" module so as to pro- 
vide for scene changes and so as to characterize the resulting scenes. The SC 
module takes into account information coming both from video and audio clas- 
sifiers and tries to figure out if a correlation between adjacent shots exists. As 
an example, a correlation between adjacent shots exists if the two shots have the 
same audio classification. Besides, an higher correlation exists if the number of 
speakers in the two shots is the same. If so the corresponding shots axe grouped 
together under one single scene. After all scenes have been identified, the SC 
module may further characterize them by identifying the most representative 
frames, the number of objects they contain, the number of speakers, the type of 
music, ... 

We have noted that,  depending on the video, a scene change may occur jointly 
with an audio silence frame. 

In the case of advertisement, which can be said to form a single scene, infor- 
mation on silence audio segments can be used together with shot cut detection to 
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make the scene change detection more robust. In case of movies, an audio silence 
does not always take place at the boundary of a scene change. Very often, audio 
anticipates video, i.e. the audio related to the next scene starts a few seconds 
before the scene changes. 

In case of advertisement consecutive shots are grouped together in a single 
scene if no silence has been detected at the boundaries of the shots. 

In all other cases information obtained by the audio classificator and by the 
shot cut detector are combined in order to detect scene changes. It appears that 
a good strategy is to group adjacent shots in a single scene when they have the 
same audio classification. 

4 S i m u l a t i o n  r e s u l t s  

Simulations using shot cut an silence information were carried out on: 
• 10 min. of video corresponding to 14 different advertisements with graphics, 
special effects, fades, dissolves and abrupt changes; 
• 10 rain. of a dubbed movie with dissolves and abrupt changes. 
In case of video advertisements, scene changes were confirmed by the presence 
of silence at shot cut locations. In 100% of the processed advertisements there 
was a scene change when a shot cut occurred jointly with a silence segment. The 
proposed algorithm allowed to detect all occurrences of silence and shot cuts. 
Only 5% of them did not correspond to scene changes. 
In case of movies, only 2% of scene changes occurred jointly with silence frames. 

For movies and documentaries, the audio classification was thus used jointly 
with the shot cut detection module to discriminate different scenes. 

One hour of a national geographic documentary was analyzed. 82% of adja- 
cent shots having different type of audio signals belong to different scenes. 90% 
of such occurrences were detected, 93% of which corresponded to effective scene 
changes while the remaining 7% did correspond to the same scene, thus deter- 
mining false alarms. 78% of adjacent shots having the same type of audio signal 
belong to the same scene, thus the other 22% resulted in false alarms. 92% of 
them were detected, 90% of which were correctly merged, while the other 10% 
were improperly grouped. The scene to shot ratio was 1 : 6, when considering 
only the merged regions. 

20 min. of the "First Knight" movie was also analyzed. 98% of adjacent shots 
having different type of audio signals belong to different scenes. 93% of such 
occurences were detected, 97% of which corresponded to effective scene changes 
while 3% were wrongly split. 67% of adjacent shots having the same type of 
signal belong to the same scene. 89% of adjacent shots having this type of audio 
characteristic were detected. 60% of them corresponded effectively to the same 
scene while 40% of them corresponded to different scenes, thus resulting in a miss 
of scene change detection. A more complete analysis on the video and/or audio 
signals would have resulted in an improvement of the detection performance. The 
audio analysis, for example, would have required a speaker recognition unit. The 
scene to shot ratio was 1 : 5, when considering only the merged regions. 
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We can summarize that for advertisement, silence detection allows to improve 
the scene change detection whereas for movies the results are not remarkable. 
On the other hand, in case of movies, the classification of the audio file can 
improve the performance of scene change detection. 

5 C o n c l u s i o n  

We have shown that audio and video combined together can outperform any 
separate analysis of each source of information for extracting semantics. Only 
preliminary solutions to implement the processing units of the proposed scheme 
(see Fig. 1) have been suggested. In particular more efforts must be devoted 
especially to improve the SC block (such as the creation of a speaker discrimina- 
tor, a correlation detector on video and audio frames, etc.) Further to this effort, 
a systematic evaluation of the simulations must be carried out, to adequately 
estimate the improvement made possible by a joint audio/video analysis. To fur- 
ther improve the analysis and indexing of multimedia information, it would be 
also desirable to extract all classes of audio information when occurring simul- 
taneously, rather than simply detecting the one with the highest priority. 
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