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Abstract  - We describe an approach to image segmentation based on a two-layer module 
that is executed until a good segmentation is achieved, providing an evolution of previous 
segmentation results at each execution. The first layer performs a global segmentation of 
an image of decreasing area at each evolution by adopting a genetic algorithm learning 
technique to select segmentation parameters that give better results. The second layer 
provides the input to the next evolution by selecting the segmented regions that need 
further optimisation. A main goal of our system is to perform the segmentation without 
using neither ground-truth information nor human judgement. Thus, edge detection is 
performed to assess the performance of region segmentation and to guide the evolution of 
segmentation. Experimental results are consistent with what is observed visually. 

I. In troduct ion  

Image segmentation is the process of classifying an image into a set of disjoint 
regions whose characteristics such as intensity, colour, texture, etc. are similar. Image 
segmentation is a very important process because it is typically the first task of any 
automatic image understanding process, and all subsequent steps, such as feature 
extraction and classification, object detection and recognition, depend heavily on its 
results. The segmentation process is a complicated task because most of available 
segmentation techniques use numerous control parameters that must be adjusted to 
obtain an optimal performance. In practice, we do not know general automatic systems 
whose parameters provide optimal performance for all images; even the choice of an ad 
hoc setting based on the actual algorithm or a priori domain knowledge may result in 
an unsatisfactory segmentation. Many different segmentation algorithms have been 
developed [6, 9]. Most of them are based on thresholding techniques, which usually are 
further classified in global, local, region or edge based techniques. A performance 
evaluation of the different algorithms proposed for a given application is inherently 
difficult to obtain, due to the lack of appropriate measures for judging the quality of 
segmentation results. None of the segmentation quality measures suggested in the 
literature [6, 14] has achieved widespread acceptance as a universal measure. At present 
most segmentation results are evaluated visually and qualitatively. 

Image segmentation is formulated in this paper as an optimisation problem. A 
genetic algorithm (GA) [4] is used to efficiently search, in the hyperspace of 
segmentation parameters, the set that maximises the segmentation quality criteria. 
GAs have been recently applied in machine vision problems (for example, image 
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segmentation [2, 3], edge detection [1] and target recognition [8]) mainly because they 
can locate an approximate global maximum in a search space in a way not dependent 
on the particular application domain and without using detailed knowledge about the 
processing technique. The goal of our system is not to build a new segmentation 
algorithm for a certain image class, but, rather, to develop a most general possible 
technique that uses neither ground-truth information nor human judgement in the 
evaluation of segmentation results. 

The paper is organised as follows. Section 2 describes the evolutionary image 
segmentation process. Experimental results are presented in Section 3, while some 
conclusions and future research plans in Section 4. 

2. Image Segmentation Using a Genetic Algorithm 

In this Section we describe the architecture and some implementation aspects of the 
developed system. 

2.1. System architecture 

The proposed segmentation system is based on a module consisting of two layers: 
global segmentation layer and single-region evaluation layer. The module is executed 
until a good segmentation is achieved, providing an evolution of previous 
segmentation results at each execution. Our strategy is based on the hypothesis that, 
by modifying processing parameters, it is possible to obtain a good segmentation at 
least for some regions. This strategy extends the space search, but the difficulty in 
finding a good solution among many alternatives should be overcome by the GA. 
Fig. 1 shows the global architecture and the information flow for the approach 
described in this paper. 

The global segmentation layer adopts a genetic learning technique to produce a new 
classification of pixels into regions. The GA analyses the characteristics of the input 
image and uses this information to select an appropriate parameter combination to 
segment the image. A fitness is then evaluated and the GA cycles until a segmentation 
result of acceptable quality is reached, that is, the stopping criterion of the GA is based 
on a fitness threshold T 1 that is independent from the adopted processing parameters. 
In this way, the choice of the number of thresholds (over-under segmentation) is not a 
problem any more. 

The single-region evaluation layer is mainly based on the local evaluation of 
fitness criteria for each region resulting from the global segmentation. The aim of this 
layer is to select those regions that need further optimisation. The set of all these 
regions will constitute the object-of-interest image (OOI) for the next evolution. 

The global segmentation layer performs a segmentation of the whole image at the 
first application of the module and of the generated OOIs at the successive evolutions. 
First a subset of individuals (seed population, SP) that has image features more 
similar to those ones of currently processed OOI is extracted from a long term 
population (LTP) characterised by N individuals (strings). The similarity measure is 
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Fig. 1. System architecture. 
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based on the Euclidean distance normalised with respect to the range of actual feature 
values, and weighted on the importance of each feature, that is: 

1 UV F i a _ F i  b ) 
d is t  ab = - -  ~ w i 

N F  i=l max(F/) - min(Fi 

where: distah is the similarity measure between the two individuals a and b; N F  is 
the number of features represented in the image feature part of the string; w i is the 
weight assigned to each feature; Fix is the value of feature i for the individual x; 
max(F/) and min(Fi) are maximum and minimum values of feature i in the current 
global population. If the features have the same importance, as in the present 
application, w i = 1 for all i. Then, image segmentation is performed using the 
processing parameters of the individuals extracted from the seed population and the 
genetic operators are applied on the processing parameters of these individuals until the 
global fitness does not exceed T1 (see Fig. 1). 

Our segmentation system is based on the multithresholding of the intensity 
histogram [12]. Histogram-based thresholding is computationally simpler than other 
existing algorithms and does not need a priori information of the image, but using 
global features it may be not optimal for all objects of the input image. The 
parameters of the global segmentation layer include the (pre)processing of the input 
image, which may be based on global features, such as histogram transformations, or 
may concern local operations, such as spatial filtering and noise removal. Both these 
operations should be considered as "global processing" because the processing is 
applied to the whole OOI, even if it enhances some local features of the input image. 
A real "local processing" is introduced by means of successive evolutions. In fact, at 
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each evolution the second layer should.exclude from the input OOI those regions with 
a fitness value greater than a given threshold T z. Then in the next evolution the global 
processing will be performed on theLhistogram of a smaller OOI, that is, in a more 
local manner. In this sense we say that our approach uses global techniques in a local 
context, and then it is able to adapt towarying image characteristics. 

The aim of this layer is to reduce the total computational cost of the system by 
decreasing the number of fitness ewiluations, which are computational expensive. As 
our approach requires the segmentation evaluation of each region of the segmented 
image, the splitting of the system in:two layers avoids to compute a high number of 
fitness evaluations at each segmentation performed by the GA. In fact, for each 
segmentation performed by the GA, in' the first layer, the fitness is evaluated only one 
time by considering all the regions'as a whole, while in the second layer the fitness is 
computed for each region resulting;from the global segmentation. Thus, in our system 
the total number of fitness computations is given by: N + R, where N is the number 
of segmentations performed by th~GA and R is the number of regions in the final 
segmented image. On the contrary, a system with a unique layer should be compelled 
to evaluate about N*R fitness ev~iluations, hypothesising that the regions after each 
segmentation are R on the average. 

2.2. System implementation 

In this Section we describe in detail the three parts that constitute the knowledge 
structure of each individual of the GA, population: image features (used to discriminate 
the images presented to the system), :segmentation parameters (processing alternatives) 
and fitness (used to quantitatively evfiluate the segmentation effectiveness). 

2.2.1 Image features 
The system uses two categories of features: global features of the image and features of 
the image histogram. We have considered as global features the normalised abscissa 
and ordinate of the intensity centroid, the ratio between the inertial major axes, the 
angles of the inertial major axes, and the seven invariant moments proposed by Hu 
[7]. From the image histogram of grey level intensities we have computed the number 
of peaks, the grey levels and the normalised frequencies of the maximum peak and the 
minimum valley, the distance between the two valleys with the greater number of 
pixels and the normalised maximum frequency of these regions, the amplitude of the 
image spectrum. In addition, we have considered the mean, standard deviation, 
skewness, kurtosis, and entropy of the histogram to measure its shape. 

2.2.2. Segmentation parameters 
The segmentation parameter part of each individual of the GA population is 
constituted by: (pre)processing operations (such as averaging, sharpening and median 
filtering, noise removal and introduction of local characteristics in the image intensity 
histogram by using gradient and laplacian operators [11, 13]), number of histogram 
averaging (to modify the number of thresholds by which the image will be 
segmented), object size filter (to reduce the computational cost of the labelling process 
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by excluding small regions), and coefficient of small object removal (to determine the 
number of erosions and dilations performed to fill small holes inside regions). 

2.2.3 Fitness 
We perform edge detection to assess the performance of region segmentation and then 
to guide the evolution of segmentation. In this sense the contribution of our paper 
may be viewed as a new method for the integration of region-based and edge-based 
segmentation techniques [5, 10]. In this context, segmentation results suffer from 
three kinds of errors: 1)false boundary - a region boundary is not an edge and there are 
no edges nearby (for example, if our uniformity criterion is to keep intensity 
approximately constant over a given area and the light intensity varies linearly within 
a region then artificial boundaries need to be set even if there is no clear line where a 
transition occurs); 2) imprecise boundary - a region boundary does not coincide with an 
edge (for example, highlights may displace the real region boundary, at least in some 
of its parts); 3) missing boundary - there exist edges in the image with no region 
boundaries near them. It should be pointed out that if we reduce errors of the last kind 
by performing an over-segmentation (for example, by allowing small valleys in the 
histogram or by gathering thresholds according to different criteria) the probability of 
errors of the first kind will increase. 

We have chosen as fitness criterion the correspondence between boundaries of 
regions resulting from segmentation (boundary map) and edges obtained from the 
Roberts edge operator (edge map). This correspondence is difficult to find out in real 
images even in presence of a good segmentation, so we have introduced a matching 
tolerance, dependent on image and region size, to overcome errors in the extraction of 
significative edges. The achievement of a good segmentation is represented by a fitness 
higher than T 2. For the efficiency of our two-layer approach the threshold T l, adopted 
in the global segmentation layer, should be high enough to permit the existence of at 
least one region exceeding T2, but also not too high to avoid a great number of GA 
iterations. In any case T 1 < T 2. 

In particular, we compute two types of correspondences: F b an exact 
correspondence between boundaries and edges, and F 2, a fuzzy correspondence. In 
particular, imprecise boundaries occur whenever F 1 is low and F 2 high. These values 
are computed using the following two formula: 

= P1 ( d-lhist(i) '(d-i)  E l + E 2 ] ?  
FI min(N1 ,N2)" F2 = P1 + i=0 ]~ d 2 1 

where: P1 is the number of pixels resulting from a logical 'and' between boundary and 
edge maps; N1 is the total number of pixels in the boundary map; N 2 is the total 
number of pixels in the image obtained from the binarization of the edge map at the 
threshold that minimises the difference between N 1 and the pixels resulting from the 
binarization itself; d is the tolerance in the matching distance; hist(i) is the number of 
boundary pixels that have a distance i from the nearest edge pixel in the corresponding 
edge map; E 1 is the number of boundary pixels that have a distance greater than d from 
any edge pixel in the corresponding edge map; E2 is the number of edge pixels that 
have a distance greater than d from any boundary pixel in the corresponding boundary 
map. 
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The fitness function, F, also used in the single-region evaluation layer, is obtained 
by weighting in the same way the two correspondence measures: 

A final global fitness Fro t is computed as a weighted average of the areas and the 
fitness values of each resulting region for the objective evaluation of the output 
segmented image: 

Ftot  = ~.  Fi " areai 
i a r e a  

3. Experimental Results 

The work is in progress. Further (pre)processing techniques need to be coded in the 
segmentation parameter part of an individual and many other images need to be 
processed to construct an efficient LTP. Due to these limitations the convergence of 
the GA in some images is not so quickly as it should be. 

The system has been tested on real images using an LTP consisting of 100 
individuals characterised by processing parameters that yielded visually good 
segmentation results on a set of sample images. As a processing example, 
elaborations performed on the standard image "camera", shown in Fig. 2, are described 
in the following. The processing parameters adopted by the first evolution of the 
global segmentation layer, consisting of 5 iterations of the GA, were: a noise removal 
coefficient of 1 as pre-processing operation, 40 histogram averagings, and a minimum 
object size of 50 pixels. The selected thresholds yielded the 38 regions shown in 
Fig. 3. The global fitness was 0.806 (F 1 = 0.708 and F2 = 0.904, T 1 = 0.750). The 
single-region evaluation layer extracted the coat-region, white region R reproduced in 
Fig. 4, as the only one region with a fitness value (F = 0.907) greater than T 2. 

Normally the system continues by considering the complement R of R as the OOI for 
the next evolution. In this case, as R constituted a large part of the initial image, two 
separate processings of the evolutionary system were executed for each of the two 
OOIs, R and R, and a combination (add operation) of the results was performed at the 
end. After other 9 evolutions for the processing of R (in order they were extracted: 
tower and near buildings, sky, leftmost grassland, rightmost grassland, etc.) and only 
one evolution for R, the final segmented image shown in Fig. 5 was obtained. This 
image is constituted of 39 regions plus a set of unclassified small regions (black holes 
representing only 4.38% of the whole image). The global fitness for the objective 
evaluation of the segmentation result was Fro t = 0.829. Comparisons with other 
segmentation algorithms, as above mentioned, are difficult to perform. Anyway, our 
final segmentation result was an improvement with respect to the global segmentation 
of Fig. 3, at least from a visual comparison. 

The computational cost of the GA, synthesised by the number of evolutions and of 
iterations for each evolution, and the segmentation results, in terms of number of 
regions, percentage of unclassified regions (holes) and global fitness, have been 
analysed also for other standard grey level images. Different behaviours for these 
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Fig. 2. The grey level standard image 
"camera" 256x256x8 pixels. 
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Fig. 4. The OOIs generated by the first 
evolution of the system. 

Fig. 3. The image obtained from the 
global segmentation layer. 

Fig. 5. Final result of the segmentation 
process, 

parameters have been noticed. In particular, some images required a great number of 
iterations of the first layer and many holes resulted in some other segmentations. In 
both these cases better results were obtained by lowering the T 1 threshold. The T 2 

threshold is also a critical factor. While a low T 2 impairs the segmentation results, a 
high T 2 heavily increments the computational cost because in many evolutions no 
region resulting from the first layer can be considered as well segmented, that is, no 
real evolution occurs. Finally, in other images, for example in the standard "Lena" 
image, we have to introduce a compactness factor in the fitness function to avoid the 
inclusion of  regions of high complexity that overcome the object size filter. 

4. C o n c l u s i o n s  

In this work we have described an automatic two-layer approach to image 
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segmentation that, using an adaptive methodology, globally searches for a good 
segmentation, and then performs subsequent local segmentation refinements without 
using neither ground-truth information nor human judgement. We have outlined a GA- 
based system using many of standard segmentation techniques to select optimal image 
processing parameters. 

Experimental results exhibit a promising performance for the proposed method. In 
fact, the final segmented images are consistent with what is observed visually. Great 
improvements appear to be possible without requiring substantial modifications of the 
structure. The integration of other (pre)processing alternatives, such as histogram 
modification techniques, need only to be included in the parameter part of the GA 
string, apart from their implementation. In addition, future works will focus on other 
evaluation techniques, for example by introducing perceptually motivated features, and 
on improvements regarding refinements of extracted regions. 
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