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Abstract. The hidden Markov Random Field (MRF) model for motion
detection in image sequences is described. A typical MRF model uses
two observations: the difference in brightness between two consecutive
images, and the value obtained from the mask of temporal changes. The
performance of this model can be improved by including the third ob-
servation: the brightness at a given pixel. The paper gives the necessary
equations and presents an example of motion detection of the object with
uniform brightness.

Notation

Fie(3,9) — brightness value at pixel (7, j) of the k-th image,

or(,7) — brightness difference o0x (7, j) = fry1(4,7) — fe(4,5),

01 (%, 7) — value at pixel (3, j) of the mask of temporal changes between k-th
and (k + 1)-th image,

C ={1,0} - set of values which can be assigned to a particular pixel (4, j) by
the mask of temporal changes,

ex(i,7) — label assigned to pixel (i,5) of the k-th image by the mask of
moving objects,

L = {a,b} - set of labels which can be assigned to a particular pixel by the
mask of the moving object,

Superscript T denotes the transposition of a vector.

1 Introduction

The field of labels assigned to the pixels specifies the mask of moving objects
and represents a particular realization of a hidden MRF. The energy of this field
includes the energy of the hidden layer itself as well as the energy representing the
influence of the observation on the hidden layer. In the MRF model considered,
there are three sources of observation: brightness difference o at a given pixel
(4,7), the value obtained from the mask of temporal changes 5, for the same pixel,
and brightness fi at pixel (4,7) in the k-th image. The MRF model with two
observation sources is described in [2] and [4], and the authors confirm that their
model is not appropriate for motion detection of objects with uniform brightness.
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The new model is especially advantageous for such objects. The labels assigned
to individual pixels in the mask of moving objects are found by minimization of
the total energy Wy of the field of labels of a pair of images, that is of the k-th
and (k + 1)-th image. This energy can be expressed as

Wi =W, + W, + W, + W, (1)

where:

W, — spatial energy of the field of labels for k-th image,

W, - spatial energy of the field of labels for (k 4 1)-th image,

W, — temporal energy for the field of labels of k-th and (k + 1)-th image condi-
tioned on the observation o,

W, - consistency energy of the field of labels of k-th and (k + 1)-th image with
observation [o, fi]T.

The field of labels assigned to the k-th image is considered final, whereas
the field of labels assigned to the (k + 1)-th image will be changed subsequently
when the next pair of images (k + 1)-th and (k + 2)-th is analyzed.

Finding the minimum of the energy Wj is described in [1] and [3]. In the
current paper the problem of building the appropriate model is considered.

2 A hidden MRF with Three Observation Sources

Instead of dealing directly with total energy it is much easier to consider the
local energy of the field ([1] and [3]). Without getting into details, it can be said
that by minimization of the individual local energies one can presumably achieve
the minimum of the total energy. The local energy at a pixel (2, 7) is

Uij = Uijs, + Uijs, + Uije + Uije, (2)

where:
Uijs, — local spatial energy of pixel (7,3) of k-th image,
Uijs, — local spatial energy of pixel (¢,7) of (k + 1)-th image,
Uijt — local temporal energy of the realization [ex, exs1)T, at pixel (4,7) of k-th
and (k + 1)-th image,
Uijc — consistency energy of the realization [ey, ext+1)” with observation [ok, fr
at a pixel (4, 7).

When calculating the energy according to Eq. (2) one has to know the vector
@® of the parameters of the model. This vector can be written as

]T

e’ =[e;,67,0.], (3)

where @, — part of the parameter vector responsible for the spatial energy,
©, - part responsible for temporal energy, and @, — part responsible for the
consistency energy.

For purposes of calculating the spatial energy, a simple model of the field
is assumed, in which only 2-pixel cliques are included. These cliques can have
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horizontal, vertical, diagonal to the left, or diagonal to the right position. The

potential V_, of any 2-pixel clique is assumed to have the form

V. — Bs if the labels of both pizels are different, @)
8 7 | =8, if the labels of both pizels are the same,

where cs denotes a spatial 2-pixel clique, and 5 is a positive constant.
Each spatial energy Usjs, , Uijs, is then equal to the sum of potentials of eight
cliques, each of which includes the pixel (4, 7), that is

Uijs = Z Vcs, | (5)

cscC’

where cs denotes a spatial 2-pixel clique, and the summation is over the set C’
of all cliques including the pixel (4, j). It is possible to assign a different weight
to each of the clique orientations. In the simplest case all the weights are the
same, and the vector @, is

O, = [ﬂmBSaBs:ﬂs]Ta (6)

where [, is a positive constant.

It is convenient to define the consistency energy U;;. in terms of the auxiliary
vector function ¥

[m017m02)0§130§27p0]; if [ex(d,7), ex+1(4,7)] = (b, b)
S © [m117m1270117012 pl] if [6k(i,j),€k+1(i,j)]:<a,b)

@ = LI Lk 0J
0600 7): 401 IN=Y gy gy, 021 0% polT i fen(ir ) ek (1.9)] = (bra)
[m31am32,0§1,0§21P3]T if [ek(iaj)aek+1(za])]:(a’a)
(7)

where:

a — label indicating that the pixel belongs to the moving object,

b —label indicating that the pixel belongs to the background,

(a,a),...,(b,b) - pair of labels assigned to a pixel in two consecutive images,
mo1 — mean value of the background-to-background brightness difference,

mo2 — mean value of the brightness of the background,

o3, — variance of the background-to-background brightness difference,

o2, — variance of the brightness of the background,

po — correlation coefficient between the brightness of the background-to-back-
ground difference and the brightness of the object.

The remaining parameters myi,...,p3 in Eq. (7) denote, respectively, the
mean values, the variances, and the correlation coefficients for three other situa-
tions: object-to-background, background-to-object, and object-to-object, which
can occur for two consecutive images.

It is assumed that the consistency of the observation [o, fx]7 at a pixel (4, §)
with the realization of the field of labels [ex,ex+1] at the same pixel is charac-
terized by the 2-D Gaussian distribution with parameters my,mi2, 03, 0%, p1,
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where ! =0, ..., 3, depending on which realization (a,a), ..., (b,b) is considered.
The consistency energy at a pixel (¢, 5) is

2 2
Usi = 1 Ok — Mu _pp (ST Je —mup " fe = mup
e 2(1-p}) o : o o2 o2

(8)

and the vector @, is

@c = [mOI » Mo32, 031 ’ 0327 pPo, - -, M31,M32, 0.‘?11 0327 P3]T (9)

The temporal energy Ui (e, €x+1,0x) at a pixel (4,5) depends on the value

at the same pixel of the mask of temporal changes occurring between k-th and

(k+1)-th image. In the case of motion of objects with constant brightness there

is a high probability of the situation when the value of the mask of temporal

changes indicates no changes but the pixel should belong to the moving object.

The brightness observation fr allows one to properly describe such a situation.
The energy of a temporal clique is found according to the following table

or =0lo, =1
(ba b) _ﬂt /Bt
(a’a b) /Bt _ﬂt
(b,a) Be | =B
(a7 CL) —IBt —/Bt

where 0, = 1 indicates that changes at a pixel (4, j) between k-th and (k + 1)-th
images have been detected, G, = 0 — changes have not been detected, and 3; is
a positive constant. In accordance with the above table the vector @; is

O = [=Br, Bs, Be, =B, Ber —Ber =B, —Bi] - (10)
The assumed MRF model has 32 parameters, some of which are equal. Typ-
ically one assumes 3, = 10 and 3; = 100. However, there are 20 unknown

parameters for consistency energy. The authors estimated these parameters via
the "teaching sequence.” A sample of a sequence was taken, and one obtained
the mask of the moving object by manually indicating pixels of the mask. Then,
having both the original sequence and the masks of moving objects one esti-
mated the mean values, variances, and correlation coefficients for o and fi by
means of ML estimation.

3 Example of the Use of the MRF with Three
Observation Sources

A sequence of images is shown in Fig. 1. The masks of temporal changes for this
sequence were obtained by approximating the brightness in the 3 x 3 window by
a linear function and then carrying out the ML test for determining whether the
remaining variability of the brightness indicated a change. The mask of temporal
changes typically consists of a number of disconnected areas. The hair was not
included in this mask except for parts of the contour of the head. In Figs. 2 and
3 contours of the masks of moving objects are shown.
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4 Conclusion

The results obtained confirm that the MRF model using three observations offers
a sensitive method of motion detection. Experiments showed that the model with
two observations gives very low quality masks for sequences such as in Fig. 1. The
model with three observations is particularly recommended for moving objects
with uniform brightness.

Fig.1. A sequence showing the rotational motion of the girl on the left around her
vertical axis.
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Fig. 2. Contours of the masks of moving objects superimposed on the images of Fig. 1.
The model parameters were estimated with the hair included in the background.

Fig. 3. Contours of the masks of moving objects superimposed on the images of Fig. 1.
The model parameters were estimated with the hair included in the moving object.



