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1 I n t r o d u c t i o n  a n d  M o t i v a t i o n  

Each individual algorithm for supervised concept learning has advantages and 
disadvantages. This implies that no learning formalism can be the best for solv- 
ing all classification tasks. The paper presents a hybrid algorithm which uses 
the strengths of standard decision tree algorithms and piecewise linear classifiers 
because at every level of learning it chooses the appropriate subdivision of the 
attribute space: a split with hyperplanes in general position or an axis-parallel 
split. Most of the decision tree algorithms can split the attribute space in axis- 
parallel hyperrectangles only, especially all the well-known, intensively studied 
and used algorithms (ID3, CART, IndCART, C4.5), initially introduced in do- 
mains with categorial attributes and later extended to numeric attributes. There 
are some often repeated important advantages of application of these decision 
tree algorithms. 
But it is clear, that when the underlying concept is defined by hyperplanes in 
general position in the attribute space, axis-parallel splitting methods have to 
produce many decision nodes for the same attributes, the resulting trees are very 
large and generalize poorly for unobserved patterns. 
Statistical methods and neural nets can produce good classifiers in such cases, 
but they are more concerned with performance as measured by error rate than 
with interpretability of the detected concept. 
Another point, decision tree algorithms work well in comparison with classical 
statistical methods when the data are multimodal. 
However, an important criterion for a classification method to qualify under the 
machine learning heading is that the derived rules should be meaningful to hu- 
mans and evaluable in the head. On this basis, many statistical and neural net 
algorithms (and so the piecewise linear classifier DIPOL which is used in com- 
bination with a decision tree algorithm) would not qualify. 
In this sense the introduced algorithm makes a good compromise between inter- 
pretability, compactness, and correctness of the learned concept. 
There are some other developments in this direction. In the last years decision 
tree algorithms have been studied in which boolean combinations of attributes 
and more and more general combinations are applied for the split at a node. 
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A comprehensive review can be found in [4]. The so-called oblique decision tree 
algorithms use general linear combinations of the attributes and were suggested 
in the book of Breiman et al. [1] for the first time, but there has been only 
little further work on such trees until relatively recently. The successors are 
linear machine decision trees [6], [7]. Two other approaches use randomizing 
to find good oblique splits and to overcome the computational complexity of 
this problem: Simulated Annealing of Decision Trees (SADT, [2]) and Oblique 
Classifier 1 (0C1, [4]). 

2 Description of the Hybrid Algorithm DIPOL-DT 

The hybrid algorithm DIPOL-DT combines the piecewise linear classifier DIPOL 
and the decision tree algorithm CAL5. The two following subsections describe 
these algorithms developed in the authors department. Suppose that a finite set 
of classified examples with real-valued attributes is given for learning. 

2.1 T h e  P iecewise  Linear Classifier D I P O L  

DIPOL is a learning algorithm which constructs an optimized piecewise linear 
classifier for n-class problems [3]. 

- In the first step of the algorithm, initial positions of the discriminating hy- 
perplanes are determined by linear regression for each pair of classes. It is 
well-known, that there is no guarantee to find a separating hyperplane with 
linear regression in the separable case. The reason of this can be found in 
the fact that this solution puts the emphasis on regions with high pattern 
density more than on the boundary region. Because of that 

- the positions of the hyperplanes are optimized in the second step of the algo- 
rithm. An error criterion function is defined depending on the misclassified 
patterns. This function is minimized by a gradient descent procedure for each 
hyperplane separately. Each newly generated weight vector is compared to 
the existing, and only if the criterion function is improved, the weight vector 
is adjusted. 

- The classification of patterns is defined on a symbolic level on the basis of 
the signs of the discriminating hyperplanes. 

As an option in the case of non-convex (in particular non-singly connected) 
classes a clustering procedure decomposing the classes into subclasses can be 
applied. A standard minimum-squared-error algorithm with an initial partition 
depending on the sequence of presenting the patterns is used. Like hill-climbing 
algorithms in general, this approach guarantees local but not global optimisa- 
tion. Another problem in finding an adequate clustering of a class (that means, 
a clustering which allows a linear discrimination from other classes resp. sub- 
classes) is the data-based choice of an appropriate distance measure. In higher 
dimensions of the attribute space it is often quite impossible to find an appro- 
priate scaling. The consequence is, that DIPOL generates more subclasses than 
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necessary to find a situation for linear separation of classes and subclasses, and 
this can result in overfitting of the training data. 

2.2 T h e  D e c i s i o n  T r e e  A l g o r i t h m  C A L 5  

CAL5 induces a decision tree using a discretisation procedure which is especially 
suitable for continuous attributes. The goal of the splits at the nodes of the tree is 
to decrease the "impuri ty" of the learning subsets belonging to the nodes. CAL5 
works with two impuri ty measures: a statistical measure and the information- 
theoretic entropy measure [5]. The accuracy rate and complexity of the resulting 
decision tree depend on two parameters - the confidence level and the dominance 
threshold. A coarse description of the procedure at each node of the tree is given 
in the following: 

- The node is a leaf, if the probability of one class at the node is greater than 
the dominance threshold. 

- If the node is no leaf, for each attribute 
�9 an automatic,  adaptive discretisation is carried out on the basis of the 

prechosen confidence level and the dominance threshold and 
�9 the value of the impurity measure related to this discretisation is deter- 

mined. 
The at tr ibute with the least value of the impurity measure is chosen for the 
next split. 

The algorithm stops, if each node is a leaf. 
Tests on several real-world data sets show that  the decision trees produced by 
CAL5 are usually quite compact in comparison with those generated by other 
algorithms, see [3], where also more details of the discretisation procedure and 
the used pruning method can be found. 

2.3 T h e  H y b r i d  A l g o r i t h m  D I P O L - D T  

This section describes the combination of the axis-parallel decision tree algorithm 
CAL5 and the pieeewise linear classifier DIPOL. The hybrid algorithm chooses 
at each node the better of the DIPOL-split and the best axis-parallel CAL5-split. 
The procedure is fully deterministic and can be summarized as follows: 

- I f  all  s a m p l e s  a t  t h e  c u r r e n t  n o d e  b e l o n g  t o  t h e  s a m e  class t h e n  
S T O P .  

- Use  D I P O L  w i t h o u t  a n y  c l u s t e r i n g  to  c o n s t r u c t  o b l i q u e  h y p e r -  
p l a n e s  ( one  in  t h e  case o f  two  classes o r  m o r e  in  t h e  case o f  m o r e  
t h a n  two  c lasses) .  
Use  C A L 5  w i t h  t h e  e n t r o p y  m e a s u r e  fo r  e v a l u a t i n g  t h e  i m p u r i t y  
t o  sp l i t  t h e  a t t r i b u t e  space  a long  one  c h o s e n  a t t r i b u t e  in  t w o  o r  
m o r e  s u b s p a c e s  ( c o n s t r u c t i o n  o f  ax i s -pa ra l l e l  h y p e r p l a n e s ) .  

�9 I f  no  sp l i t  is f o u n d :  use  D I P O L  up  t o  a p r e c h o s e n  n u m b e r  nc 
o f  subc l a s se s  o f  all  c lasses a n d  S T O P  w i t h  t h e  b e s t  r e s u l t .  
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�9 I f  one  or  m o r e  spl i t s  a re  f ound :  e v a l u a t e  t h e  q u a l i t y  o f  t h e  
spl i t s  c o n s t r u c t e d  by  D I P O L  a n d  C A L 5  us ing  t h e  e n t r o p y  mea-  
su re  a n d  dec ide  in f a v o u r  o f  t h e  b e t t e r  s p l i t t i n g  to  f o r m  n e w  
b r a n c h e s  o f  t h e  t ree .  

The hybrid algorithm is investigated empirically using artificial and real-world 
data  sets. The examples confirm that  the hybrid algorithm 

- in general (i. e., when the underlying classification concept is defined by 
oblique hyperplanes) constructs compact trees in comparison with the axis- 
parallel decision tree algorithm CAL5 and 

- substitutes the search for an adequate clustering of classes in cases, in which 
the classes do not allow a linear discrimination of each class from all others 
(when a linear discrimination of the classes is possible, DIPOL performs the 
classification). 

Because the decision on the split at a node is made locally, the introduced algo- 
rithrn (and all other known axis-parallel and oblique decision tree algorithms) 
does not generate the smallest possible tree, describing a given concept. But in 
particular real-world examples in higher than two-dimensional attribute spaces 
demonstrate that  the algorithm DIPOL-DT generates significantly more com- 
pact classification concepts than DIPOL or CAL5 alone. 
The performance of DIPOL-DT is compared to that  of several other axis-parallel 
and oblique decision tree algorithms and will be presented by some artificial and 
real-world examples in the poster session. 
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