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#### Abstract

Using a number field sieve, discrete logarithms modulo primes of special forms can be fond faster than standard primes. This has raised concerns about trapdoors in discrete log cryptosystems, such as the Digital Signature Standard. This paper discusses the practical impact of these trapdoors, and how to avoid them.


## 1 Introduction

The National Institute of Standards and Technology (NIST) recently announced a proposal for a federal digital signature standard, DSS [21]. This proposal gives an algorithm for electronically signing documents, to guarantee the integrity of the message and the identity of the sender. The Digital Signature Algorithm (DSA) given in the proposal is based on the diffculy of solving discrete logarithms modulo large primes. It has already excited a great deal of discussion regarding its efficiency and socurity.

In the DSA, the public key consists of a prime $\rho$ of 512 bits, a prime $q$ dividing $p-1$ of 160 bits, and a number $g$ which is a $((p-1) / q)$ th power $\bmod$ $p$. The private key is a number $x$, and $y=g^{5}$ is also made public. Then to sign a message $m$, the sender calculates

$$
r \equiv\left(g^{k} \bmod p\right) \bmod q
$$

and

$$
s \equiv\left(k^{-1}\left(\mu(m)+k^{r}\right) \bmod q .\right.
$$

Here $H$ is any one-say hash function, $m$ is the message, and $k$ is a random number less than q. To authenticate a message, a recipient computes:

$$
\begin{gathered}
u=s^{-1} \bmod q, \\
u_{1}=(H(m) w) \bmod q, \\
u_{2}=(r w) \bmod q .
\end{gathered}
$$

[^0]$$
v=\left(g^{u_{1}} y^{u_{2}} \bmod p\right) \bmod q .
$$

The signature is correct if $v=r$.
The only known way to break this system is to find $x$ from $g$ and $y$ (i.e. find the discrete logaritlım $\log _{g} y$ mod $p$ ). Several other schemes (e.g. [3], [6], [18]) also depend on the difficulty of discrete logarithms. Subexponential algorithms are known for finding discrete logarithms modulo large primes, but the largest prime for which the problem has been solved is 224 bits in length, by LaMacchia and Odlyzko [9], using the Gaussian integer method of Coppersmith, Odlyzko and Schroppel [5].

In [7], an algorithm is given for finding discrete logarithms using a number field sieve, which is asymptotically faster than other known methods. The general number field sieve is impractical, but a variant of the algorithm for primes of special forms is practical. The idea of using the number feld sieve to make trapdoor primes is mentioned in [1], page 50.

In Sect. 2. we give a brief description of how the special number field sieve for discrete logarithms works. Estimates for the time to break the DSS with regular versus various trapdoor primes are given in Sect. 3. The rest of the paper deals with how to detect trapdoors, how to construct trapdoors to avoid detection, and how one or more people can choose primes for which the probability of a trapdoor existing is negligible.

## 2 The Number Field Sieve

Here we give a short presentation of the special number field sieve. For a more complete description of the algorithm, and the heuristic assumptions involved, see [7].

Let $p$ be a prime and $f$ be an irreducible monic polynomial of degree $k$ with reasonably small cofficients. such that for some integers $X$ and $Y$ near $p^{1 / k}$ we have $Y^{k} f(X / Y) \equiv 0 \quad(\bmod p)$. Let $\alpha \in \mathbb{C}$ denote a root of $f$, and $K=\mathbb{Q}(\alpha)$. For constructing trapdoor primes, it is convenient to pick $f$ so that $\mathcal{O}_{K}=\mathbb{Z}[\alpha]$ is a unique factorization domain.

We may define a homomorphism $\varphi$ from $\mathbb{Z}[\alpha]$ to $\mathbb{Z} / p \mathbb{Z}$ by sending $\alpha$ to $X / Y \bmod p$, so that for any integers $c$ and $d$,

$$
c Y+d X=Y(c+d X / Y) \equiv Y p(c+d \alpha) \quad(\bmod p) .
$$

The factor base $\mathcal{B}$ will consist of rational primes less than a bound $B\left(\mathcal{B}_{\mathbb{Q}}\right)$, first-degree primes in $\mathcal{O}_{K}$ with norm less than $B\left(\mathcal{B}_{K}\right)$, a fundamental set of units in $\mathcal{O}_{K}$, and $Y$. Calculating the primes and units for the field is not difficult when $f$ is, say, $2^{5}-2$ (see [14]), but will be more difficult for polynomials with larger coefficients. He will discuss this problem in the next section.

Call a rational or algebraic integer smooh if its prime factors are all in the factor base. We will need to find many pairs of coprime integers $c, d$ such that $c Y+d X$ and $c+d o$ are both smooth. This can be accomplished efficiently by sieving $c Y+d X$ and the norm

$$
\mid N\left(c+d(x)\left|=\left|(-d)^{k} f(-c / d)\right|\right.\right.
$$

for fixed $c$ and large range of $d$. The smoothness of $c+d \alpha$ and $N(c+d a)$ are related by the following (see [7], Proposition 2):

Theorem 1. If cand d ure relatwely prime and $r^{\prime} \| N(c+d a)$ for a prime $r$, then $\left(r, \alpha-c_{r}\right)^{d} \|(c+d \alpha)$ in $\mathcal{O}_{K}$, for $c_{r} \equiv-c / d(\bmod r)$.

We will choose $g$, the base for the discrete logarithm to be smooth and a primitive root modulo $p$. Note that this cannot be the same as the base $g$ for the DSA, since that $g$ is a $(p-1) / q$ th power. Thus, the first step in breaking the DSS would be to find the log of its base.

The precomputation step involves sieving through small $c$ and $d$. looking for pairs with $c Y+d X$ and $N(c+d \alpha)$ both smooth. Each hit gives us an equation involving logarithms of the factor base. Suppose that we find a $c$ and $d$ for which both are smooth, say

$$
c\rangle+d x=\prod_{s \in b_{0}} s^{w \cdot(c, d)}
$$

and

$$
\mid N\left(c+d(x) \mid=\prod_{s \in B_{Q}} s^{v_{s}(c, d)} .\right.
$$

for $v_{s}, w_{s} \in \mathbb{Z}_{\geq 0}$. Then

$$
(r+d x)=\prod_{s \in G_{n}} s^{v_{s}(\ldots, d)}
$$

by Theorem 1. Since $\mathcal{O}_{K}$ is a UFD, this equation involving ideals can be replaced with one involving algebraic inthgers. by replacing each $s$ in the above equation by a generator for the ideal. Thon $c+d a$ divided by the generators is a unit, which can be explicilly computed in terms of a fundamental set of units, using Theorem 5 of [ 7 ].

From this, we obtain:

$$
(c Y+d X) \varphi(c+d \alpha)^{-1} \equiv \prod_{s \in \mathcal{B}} s^{u_{s}(c, d)} \equiv 1 \quad(\bmod p)
$$

which gives us an equation for the logs of the factor base:

$$
\sum_{x \in B^{i}} u_{s}(c, d) \log _{g} s \equiv 0 \quad(\bmod p-1)
$$

Once we have more than $|\mathcal{S}|$ hits, we solve the resulting matrix equation over $\mathbb{Z} /(p-1) \mathbb{Z}$ using structured Gaussian elimination to reduce the size of the matrix, and then solving a smaller, dense matrix using the conjugate gradient method or Wiedemann's algorithm (see [10]). This completes the precomputation.

To find an individual logarithm. we reduce the problem to finding the $\log s$ of medium-sized primes. Choose random values of $s$ and attempt to factor $g^{3} y$ $(\bmod p)$ using the elliptic curve method (ECM) until one is found for which

$$
y^{x} y \equiv q q_{2} \cdots q_{r} \quad(\bmod p)
$$

with each $q_{i}$ is less than a bound $Q$. (This can be improved as in [9], by finding $z_{1}, z_{2}=O(\sqrt{p})$ such that $g^{3} y \equiv z_{1} / z_{2}(\bmod p)$, and testing whether $z_{1}$ and $z_{2}$ are both $Q$-smooth.)

For each $q_{i}$, we will sieve $c$ and $d$ for which $q_{i} \mid(c \gamma+d X)$, say fixing $d$ and taking $c=c_{0}+e q_{i}$, to find one value for which $(c Y+d X) / q_{i}$ and $N(c+d \alpha)$ are both smooth. Once this happens we are done, since from the precomputation we know the logs of the whole factor base.

The choices for the size of the factor base and $q_{i}$ 's depend on how time is to be divided between the two stages. Enlarging the factor base reduces the time needed to find individual logarithms, but at the cost of increasing the precomputation time. Let

$$
L_{n}[v ; c]=\exp \left\{(c+o(1))(\log n)^{v}(\log \log n)^{1-v}\right\}
$$

for $n-\infty$. Assuming some reasonable heuristics (see [7]), the optimal choice of parameters is

$$
\begin{gathered}
k=\left[10^{1 / 5}\left(\frac{\log p}{\log \log p}\right)^{1 / 5}\right] . \\
B=L_{p}\left[2 / 5:(4 / 125)^{1 / 5}\right] .
\end{gathered}
$$

and

$$
\left.Q=L_{p} \cdot 3 / 5 ;(1 / 100)^{1 / 5}\right]
$$

which results in both the precomputation and individual logarithms taking expected time

$$
L_{F}\left[2 / 5:\left(\frac{128}{125}\right)^{1 / 5}\right] \approx L_{p}[2 / 5: 1.00475]
$$

If many instances are to be done for one $p$. more time could be spent on the precomputation by taking a larger factor base. For $\mu \geq(128 / 125)^{1 / 5}$, if we spend $L_{r}[2 / 5 ; \mu]$ time on the precomputation, each logarithm can be found in time

$$
L_{F}\left[2 / 5:\left(\frac{128}{125 \mu^{2}}\right)^{1 / 3}\right]
$$

The Gaussian integer method is a special number field sieve with $k=2$ and $K$ a complex quadratic field. For any $c \geq 1$, the Gaussian integer method can find logarithms in time $L_{p}[1 / 2 ; 1 /(2 c)]$ if $L_{p}[1 / 2 ; c]$ is spent on the precomputation. Even for fairly small primes with good polynomials, the special number field sieve is faster than the Gaussian integer method.

For primes which canot he represented by good polynomials, a similar procedure called the general number field sieve can be done. The difference is that the polynomial $f$ will have large coefficients, so operations in the resulting field will be impractical. To avoid them, the equations must be solved over the rationals instead of moduto $p-1$, to elimmate ideals and units.

The better asymptotic time for the general number field sieve comes from using different fields for finding individual logarithms. Instead of sieving through
$c$ and $d$ such that $q_{i} \mid(c Y+d X)$, we search through polynomials for which $q_{i} \mid \varphi(\alpha)$. This allows us to take $Q$ as big as $X$ and $Y$, which asymptotically speeds up the algorithm. The time for the general number field sieve is

$$
L_{p}\left[1 / 3 ; 3^{2 / 3}\right] \approx L_{p}[1 / 3 ; 2.08] .
$$

Oliver Schirokauer [17] has developed a method to avoid solving equations over the rationals, so that the time can be improved to $L_{p}[1 / 3,1.902]$. The larger constant and o(l) terms make the general number field sieve impractical for numbers we are interested in.

## 3 Complexity Estimates

There are four parts of the algorithm which dominate the liming estimates. For the precomputation, there is the sieve to gather equations, and then the linear algebra modulo $p-1$ to solve the equations. For finding individual logarithms, the medium-sized primes are found by repeated trials of the ECM, and then another sieve must he done for each of

How much time is devoted to each part depends on the choice of parameters: the degree $t$ of the polymsmial $j$, the polynomial chosm (and the resulting field). the size of the factor base, and the size of a medium-sized prime.

For $k=2$, we catl take $f=x^{2}+r$. for $r$ a small positive integer for which $-r$ is a quadratic residur modulo $p$. Then the resulting field is just a complex quadratic field $\mathbb{Q}(\sqrt{-r})$, and we have the Ganssian imeger method. This can be applied to any prime, but is impractical for 512 -bit primes. Breaking the DSS using the Gaussian integer method using $B=50,000,000$ would require sieving $10^{20}$ numbers. Even if this could be accomplished, the resulting matrix would have over $5,000,000$ cohmms, and the linear algebra problem would be a major hurdle.

The numbers in Table 1 show the difficulty of finding discrete logarithms for 512-bit primes using the special number feld sieve with polynomials of degree $2-5$ with small coefficients. They assume that the large prime variation described in [14] is being used. They are intended as rough estimates only, but serve to give an idea of the time required. For comparison, the factorization of $F_{9}$ required sieving about $10^{14}$ numbers, and solving a matrix with 199.203 columns modulo 2 [14]. For larger $k, X$ and $Y^{*}$ are smaller, so a smaller factor base can be used, speeding the precomputation. But then for individual logarithms $N(c+d \alpha) \approx Q^{k}$ is larger, so we need to take $Q$ smaller and do more ECM trials.

Table 1 indicates that the ideal polynomial for a trapdoor would have degree four. Its coefficients should be small, to keep down the size of $N(c+d \alpha)$. The field generated by a root of the polynomial should have small discriminant and regulator, class mmber one and index one, so that field operations can be done efficiently. If the polynomial has four complex roots. then the unit group will have rank one.

For example, the polynomial $x x^{4}+x+1$ satisfies all the above conditions. The problem is that the polynomial could only be used with primes $p$ for which there

Table 1. Statistics for 512 -bit primes with good polynomials.

| k | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| $B$ | $5 \times 10^{7}$ | $5 \times 10^{6}$ | $3 \times 10^{6}$ | $2 \times 10^{6}$ |
| sieve range | $10^{20}$ | $2 \times 10^{16}$ | $2 \times 10^{14}$ | $10^{14}$ |
| matrix size | $5,600,000$ | 650,000 | 400,000 | 280,000 |
| $Q$ | $10^{20}$ | $10^{19}$ | $10^{15}$ | $10^{13}$ |
| $\#$ ECM trials | 29,000 | 78,000 | $2 \times 10^{7}$ | $2 \times 10^{9}$ |
| second sieve | $2.5 \times 10^{14}$ | $2.4 \times 10^{15}$ | $1.5 \times 10^{14}$ | $3 \times 10^{14}$ |

exist $X, Y \approx p^{1 / 4}$ such that $X^{4}+X Y^{3}+Y^{4} \equiv 0(\bmod p)$. This is a thin set of primes, which can easily be detected (sce the next section).

For polynomials with larger cofficients, the special number field sieve is more complicated. The sirwingutage takes slighty longer, since the norms being tested for smoothmess are larger. For polynomials with coefficients of, say, up to 100 in absolnte value, the sieving range musi be increased by roughly a factor of ten.

Another difficulty is dealing with a field of larger discriminant. The problem is finding generators for the unit group and prime ideals in the factor base. In [13], these are found by searching through algebraic integers of the form $\sum_{1=0}^{4} h_{i} \alpha^{i}$, for $\alpha$ a generator of $K$ and small values of $h_{2}$. For fields generated by polynomials with larger coefficients, this will be impractical.

There have been several papers on efficient algorithms to find units and algebraic integers of given norms in general mumber fields, (see [4], [16]). The computations are involved, but they only need to be done once for a given $f$.

The matrix equation resulting from the sieving may be solved using intelligent Gaussian rlmimation be grably reduce the size of the matrix and then the conjugate gradient algorimen to solve the reduced equation. In [10] these methods were used to solve matrices with up to 96.321 columns

## 4 Trapdoor Primes and Polynomials

From Table 1, we see that some 512 -bit primes may not be sale, but general ones (at least for the moment) are. We want to ensure that for a given prime $p$ there is a no polynomial $f$ which can be used for the special number field sieve. Currenty, the only way to check for this is to check one polynomial at a time.

Let $p$ be a 512-bit prime and $f$ be a polynomial of degree $k \geq 3$. We will say that $X$ and $Y$ are a trapdoor for $\mu$ and $f$ if they are both less than (say) $1,000 p^{1 / k}$ in ahsolute value and $\gamma^{6} f(X / Y) \equiv 0 \quad(\bmod p)$.

Theorem 2. If a trapdoor $X . Y$ exists for $p$ and $f$. then for a root $c_{p}$ of $f$ mod $p$, $(X, Y)$ is a short vector in the lattice $\mathcal{L}=\left\langle(p, 0),\left(c_{p}, 1\right)\right\rangle$.

Proof. Let $c_{p}$ be the root of $f \bmod p$ congruent to $X / Y \bmod p$. The lattice $\mathcal{L}$ contains $(X, Y)$, since $\left(c_{p}, 1\right) Y^{\prime}=\left(c_{p} Y, Y\right) \equiv(X, Y) \quad(\bmod p)$.

The shortest vector in $\mathcal{L}$ has length at most. $O(\sqrt{p})$, and for most choices of $p, f$ and $c_{p}$, the short vector will be $\Theta(\sqrt{p})$. If such an $X$ and $Y$ do exist, $(X, Y)$ has length $<\sqrt{2} 1.000 p^{1 / k}$.

Conversely, all vectors $(X, Y) \in \mathcal{L}$ satisfy $Y^{k} f(W / Y) \equiv 0(\bmod p)$, so any such short vector is a trapdoor for $f$ and $p$.

This gives an efficient algorithm for testing whether a trapdoor exists for a given $f$ and $p$. One may find linear factors of $f$ mod $p$ efficiently by eliminating square factors (dividing by the greatest common divisor of $f$ and $f^{\prime} \bmod p$ ), and then taking the ged of $\left(x^{p}-x\right)$ and $f \bmod p$ (see [8]). Then $X$ and $Y$, if they exist, can be found using lattice reduction.

The main problem with this is that every polynomial $f$ needs to be considered separately, so a limited range of polynomials can be searched. On a Sparcstation 1, one fourth-degree polynomial can be tested for a 512 -bit prime in about a minute. On a parallel machine many polynomiats cond be searched at once, and a fairly large range ol polymomath could be tested. With this test, a trapdoor with a good polynomial comh be foum, This forces an adversary to choose a polynomial from a set too large to be exhanstively searched, say an $f$ of degree Gourth with coefficients chosen rambonly between - 100 and 100 .

Note that in the spectal case $Y=1$, where $\mu=f(X)$, the polynomial can be found much faster. In this case $\left(p / a_{k}\right)^{1 / k}$ is close to $X$, where $a_{k}$ is the leading coefficient of $f$. All polynomials with a given $a_{k}$ could be tested at once, very efficiently, so such a trapdoor would be much easier to discover.

Similar techniques can be used to construct a trapdoor prime. Suppose we wish to compute $y$ and $p$ for the DSA such that for a given polynomial $f(x)=$ $x^{3}+b x^{2}+c x+d$ and some $\lambda, Y \approx p^{1 / 3} \cdot p=\gamma^{33} f(\lambda / y)$. Begin by finding a 160-bit prime $q$, and choosing any $Y_{0} \approx 2^{1-0}$. Let $g(x)=Y_{0}^{3} f\left(x / Y_{0}\right)$. Then we may find an a mod a such hat $g(a) \equiv 1$ (mod 4 ). by looking for linear factors of $g(x)-1(\bmod y)$. If none exists, then another $Y$ may be tried.

For any $X \equiv a(\bmod q)$ and $\} \equiv \gamma_{0}(\bmod q)$, we have $Y^{3} f(X / Y) \equiv 1$ $(\bmod q)$. Taking $X=a+l_{1 q}$ and $\}=Y,+l_{2} q$, with $l_{1}$ and $l_{2}$ chosen so that $Y^{3} f(X / Y) \approx 2^{512}$. we expect to soon find a pair for which $p=Y^{3} f(X / Y)$ is prime. This $p$ and $q$ could be used as a trapdoor for the DSS.

This is not an ideal trapdoor, smee from Table 1, a degree four polynomial would work better. The problem with constructing a better trapdoor using the above method is that $a$ is usually a 160 bit number, which is bigger than $p^{1 / 4}$. so $K$ would be too large, The revised DSS will allow primes $p$ up to 1024 bits [19]. For primes with 840 or morr bits, the above method can be used to make a trapdoor with a degree four polyomial. For primes with 800 or more bits, a degree five polynomial can be uned.

Another way to generate a traptoor would be to choose a polynomial $f$, and try random values of $X$ and $\gamma$ until $\rho=\gamma^{*} f(X / \gamma)$ is prime and divisible by a l60-bit prime $q$. To find such a value. one could sieve by small primes or use the ECM factoring tnethod to find an $K . Y$ pair for which $p-1$ is smooth except for one 160 -bit prime factor. This has the drawback that $(p-1) / q$ would be smooth, which while it is not known to weaken the system, does seem undesirable.

## 5 Protocols for Choosing a Prime

The ideal way to avoid worries about a trapdoor would be to come up with a way of generating primes for which one can guarantee that no such polynomial exists. An alternative is to use a random prime, which is almost certain to be safe. Call a prime $p$ unsafe if an $f$ exists with $Y^{k} f(X / Y) \equiv 0(\bmod p)$, where $k$ is between 3 and $10, X$ and $Y$ are less than $1,000 p^{2 / k}$, and the absolute values of the coefficients of $f$ are less than 500 . Then the fraction of 512 -bit primes which are unsafe is at most

$$
\frac{1}{\pi\left(2^{512}\right)-\pi\left(2^{511}\right)} \sum_{k=3}^{10}\left(1,000 \cdot 2^{512 / k}\right)^{2} \cdot 1000^{k+1}<2^{-100} .
$$

Suppose two peoplo wish to agree on a sate key for the DSS. They can choose a random seed for the random momber generator, using a protocol due to Blum [2]. From this they can use the method of Appendix 2 of [21] to create a key which is as likely to be safo as any random key

On the other hand, a cemeral authority might want to announce a key for general use, so that everyone is convinced there is no trapdoor. To do this, the authority must have a pseudo-random number generator and algorithm for constructing keys so that

1. Any user can verify that a key was generated using the approved method.
2. Keys produced by this method should be no more likely than random keys to contain trapdoors.
3. The choice of sed used for the random number generator should not allow the anthority to crate a particular key.

With a fow modifications, the ratom mumber generator mentioned in Appendix 3 of $[21]$ can be made to satisfy the above criteria. That method uses DES with a 64-bit. seed, DES key and b4-bit date/time-stamp. To satisfy the above conditions. the DES key used should he fixed as part of the algorithm, the seed should be made public with the DSS key, and the time-stamp format should be specified.

It could be argued that the 64 -bit seed gives too much freedom, putting the third condition at risk. This can be remedied by restricting the choice of seeds, or eliminating the seed entirely and just using the time-stamp.

For an example of a "thustable" key, consider:

$$
q=1147860701762054730346201299935827782113538756127
$$

and

$$
\begin{aligned}
p= & 71561047643978020492787877919336180873773390583792476383 \\
& 44062581902861059517171507927020818420231820214082169894 \\
& 373334078735314126297272778927524812627411
\end{aligned}
$$

These numbers were generated using the binary expansions of $\pi$ and $e$. The prime $q$ is the smallest prime greater than $\left[2^{158} \pi\right]$, and $(p-1) / q$ is the smallest number larger than $\left[2^{350} e\right]$ for which $p$ is prime. There is no reason to suspect this number of being any more likely than a random number to have a trapdoor, and tests of $p$ by many polynomials have not found any.

## 6 Conclusion

In this paper, we have tried to quantify the threat of trapdoors for discrete logarithm-based cryptosystems, in particular DSS. While trapdoors do give a definite advantage over standard keys, with a fow easy precautions in the choosing of $p$ and $q$ it is possible to prevent them, and they do not seem to pose a major problem for such systems.

In [15], Maurer and Yacobi present a public key distribution system, based on computing discrete logarithms modulo a composite number $n$. The factorization of $n$ is a trap door which allows a crusted authority to compute secret keys. Unlike the DSS, their system relies on the trapdoor, and they ask if a smilar trapdoor can be made for primes. The special nmber hed sieve does provide a trapdoor which could be used to construel a mimilar shemen whth a prime modulus, but such a system would be impratical
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