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Abstract. The basic operation in elliptic crypt.osystaems is t,he computa- 
tion of a multiple rl.P of a point P on the elliptic curve modulo n .  We pro- 
pose a fast and systematic method of reducing t.he number of operations 
over elliptic curves. T h e  proposed method is based on pre-computation 
to generate an adequate a.cldition-subtraction chain for multiplier the d .  
By increasing t,he average length of zero runs i n  a signed binary repre- 
sentat.ion of d.  we can speed up the window method. Formulating the 
time corriplexitv of t.he proposed method makes clear that the proposed 
met.hocl is 1ast.er tlran other methods. For csample, for rr! with length 
512 bits, the proposed m e t h o d  requires 602.6 rnult.iylicatiolrs on average. 
Finally. we point out. that. each adtlit,ion/subt.ra.ct,ion over the elliptic 
curve using homogeneous coordinat,es ca.n be d o n e  in  3 niultiplications if 
parallel processing is allowed. 

1 Iiitroduction 

Elliptic curves over a finite' field F ,  or a, ring Z, ca.n be a.pplied to  iinplement 
analogs [9] [ I l l  [I31 of t,lie Diffie-Hellinan scheme [4], ElGa.mal scheme [6] and 
RS.4 scheme [15], a,. well as priimlity kstiiig [7] a.nd integer factorization [l2][13]. 
Cryptosysteins based 011 elliptcic curves, ca.llcd el l ipt ic  cryplosysienzs, seem more 
secure t,han the origi1ia.l schemes. For example, it, is conject.ured that the low 
exponent a.t,tack on the RSA scheme caiiiiot, he analogously applied to the at- 
t a d  on the elliptic RSA sc.lieme using a low multiplier [9]. The basic opemtion 
performed on ail elliptic curve is the coinput.atioii of a. multiple d .  P of a point P 
on the ellipt,ic curve modulo n l  which corresponds to the computation of xd mod 
11.. For a large 17 and d ,  the time complexity of eleiiieiitary operations as well as 
the number of elementary operations arc very high. Thus, reducing the number 
of such operat.ioiis is iinport,ant. when implementing the above algorithms. 

One solution is a so-dalled hii2m-y m,eth.od [lo] based on the addiiion ch.ain 
[lo] for mu~t~ ip~ ie r s  d of d .  P or esponents d of xd. 111 generd,  an addition chain 
for a give11 d is a sequence of positive integers 

C/.() (= 1)  - ( / I  - CI? - ..  . - (1,. (= (0, 
where is the iiuinher of a.dditions, a.iid CI; = o j  -+ CQ, for some k 5 j < i, for all 
i = 1,2, . . . , I > .  The binary ii~et~liod is a systeinatic algorit,hm hased on an addition 
chain wit,h elenieiit,s that. a.re powers of 2 ,  i .e. a two-valued hina.ry representation 
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of d .  To eva.luatse d .  P or x d ,  the ordiiia,ry hina.ry inethod without pre-computation 

does not, a.lways gi~arant~ec t,lie miniiiiuiii number of multiplications (the shortest 
addition chain). Obtaining the short,est. addition chain is a NP-complete problem 
[ 5 ] .  There have been inany studies oil the coiiiputatioii of xd [l] [2] [3] [S] [IS] 
and a few st.udies on t.he comput.at.ioti of d .  P [14] to achieve fast and efficient 
computa,tion. Among the va.ria.nts of the binary method attempted to speed up 
t.he comput,at.ion of .rd, Bos and ('lost,er [l] proposed a heuristic window method 
based 011 an c tddi l ion  .sequence. The a.cldition sequence is a. generalized addition 
chain including the given set, of values. 1n their algorithm, the two-valued binary 
represent,at,ion of d is split into pieces (windows), a.nd the value of each window 
is coniputetl in  shorter addition sequence. 

An additmion cha.in can be est,ended to an addilion-szibtraclion chain [2] [lo] 
[14], with a ru le  a; = aj f rrk in pla.ce of cii = a, + o h .  This idea corresponds to 
t,he wduation of J : ~  using iuiiltiplication and division. For integers, division (or 
t,he comput,at.ion of a multiplica.l,ive inverse modulo n.) is a costly operation, and 
iniplemeiiting bliis idea. does not. seem feasible. The rea.son why elliptic curves 
arc so attractive is t.liat, t,he division i n  Z, is replaced by a. subtraction, which 
has  the same cost as an addition. An addition (subtraction) formula on elliptic 
curves  does not, cont.a.in a division i n  2, particularlj when homogeneous coordi- 
na.tes a.re used. T h u s ,  t,he a-ddit,ion-subbraction cha.in ca.n be effectively applied 
t.o romp u t a t. ions over (41 i p t. ic cu r ves . 

This paper proposes a fast, and systematic inetliod of comput,ing a multiple 
d , P  of a poiut. P on ttw c1lipt.i~ ctirve modulo 11. By increasing the average length 
of zero ~ L I I I S  i n  a signed biiiary represent,at,ion of d,  t.he window method can be 
speeded up. T h e  organiza.t.ioii of (.his paper i s  as follotvs. Section 2 describes a 
new signed binary window inet.liod, claxifying t,hc difference between previous 
iiiet,hods and  t,he new niethod, a.nd analyzes the nuinher of operations €or the 
proposed method. Section 3 shows that t.he proposed method is faster than 
other met41iotls. Elliptic curves over a finit,e field aiicl a ring and the addition 
formula over elliptic curves a.re briefly reviewed in Section 4.  Then, serial/paralIel 
coii-iput,at.ious implement.ed in hoinogeaeous coordinaks and affine coordinates 
are coinpared. 

requires 5 3 1 log? d J mukiplications 011 average. The ordinary binary method 

2 New Method 

The proposed method is a window method based on a n  a.dequa.tely chosen signed 
bina.ry representa.tion of d .  The new iiiethod is described, clarifying the differ- 
ences between the previous window method [l] based on ordinary binary repre- 
sent,at.ion a.nd t,lie new one in this section. The window method is a,n extension 
of the 2'-ary method. For a given number d ,  t.he window method consists of 
foiir phases: (1)  represeut.ation of c l ,  ( 2 )  split:ting the representation into seg- 
inelits ( w i n c l o \ v s ) ,  ( 3 )  coniputing a.ll the segments, and (4)  conmtenating a.11 the 
scgnlcn t.s. 
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2.1 R.epresentatioii 

For a given number c l ,  the original window met.hod uses an ordiiiary (two-valued) 
bina.ry representa.tion B : ( b x ,  b x - 1 , .  . . , b o ) ,  where 4 E (0 ,  l}, X = [logad]. 
The  proposed method uses the signed (three-va.lued) bina.ry represenhtion T : 
[ t ~ - k . .  . , t l , t o ] ,  t ~ - l  # 0 for d sa.t.isfying d = Cf=.: t i  2 i ,  where t i  E {T,O, l}, 
and 1 denotes -1. Note that in ordina.ry binary representation B is uniquely 
determined for a given d ,  but T is not. 

Mora,in-Olivos [14] a.nd .Jed~~ab-h~litcliell [8] proposed a.lgorit,Iiins t,o t,ra.nsform 
B into the eqitivalent T ,  for mitiimizing t,lie weight (the number of noti-zero 
digits) of T .  Note t,ha.t h4orain-Olivos’s inet,liod ( A 4 0  method) is equivalent to 
Jedwa b-hlitmchell’s method (.I A 4  method). W e  propose a. new transforni algorithm 
which increases the a,vera,ge lriigth of zero runs in T ,  while minimizing the weight 
of T .  The  average length of the zero rnns in specific T ,  denoted by Z ( T ) ,  is 
defined as follows. 

, L-J 

(0  2 i 5 L - l),  1 + :( i - 1) if Ii = 0 
if t i  # 0 . ( a )  = 

where :(-1) = 0. 

Let B’ be a suhsequence of B,  a.nd let T‘ h e  a. subsequelice of T .  A rule for 
transforming B’ t.0 equivalent. T’ is as follows. 

Transformatioil Rule - 
5’ : ( 1  . ’ .  bi . . .  1) ca.n be transformed into T‘ : [ l o ’  . . t i  . . .  11, where ti = 

bi - 1. 

Let #o(B’)  he a. number of zeroes in B’, a.nd let #1(5’) be a. nuinher of non- 
zero digitas in B’. T h e  weight of T’ is est,iinat.ed as #1(T’) = ‘2 + C It;\ = 
2 + C Ibi - 11 = 2 + #o(B’). Thus, the weight decrea.ses by the traiisfortnation 
if #I (B’ )  - #o(B’) > 2 

The proposed transforni algorit,lun input,s 5 in LSB first order a.nd counts 
the difference D( B’) # I (B’ )  - #o(B’) ,  a n c l  applies the t,raasformation rule 
repea.tedly to appropria.te B’ wit.11 D( B’) 2 3. The rita.iti difference between the 
proposed method and ot,her methods is a. t,hresliold value (such as 3) t80 apply the 
transfoorma.tion rule. MO inethod a.pplies t,he rule t o  B’ with D ( 5 ’ )  2 2. Further, 
the output of bot,h MO method a.nd J h l  metshod a.re sparse, whic.h means no two 
adjacent digits are nonzero. However, the out,pitt of the proposed method is not 
sparse. MO met.hod a n d  the proposed metaliod generate T with same the same 
weight. Thus, the a.vera.ge lengt,h of zero runs  of output, of the proposed method 
is greater than tha,t of MO inet8tiod. 
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The proposed t~-ansforni algorithnr is shown below. 

algorithm tra.nsform (input B :  array, output T: array) 
begin 

AJ := U; J := 0; Y := 0; s := 0; li := 0; v := 0; w := 0; z := 0; 
while .Y < [10g2dJ do begiii 

if B [ S ]  = 1 then Y := 1,- + 1 else Y’ := I’ - 1; 
s := s + 1: 
if A,I = 0 tlieii begiii 

if 1.. - Z 2 3 then begin 
while J < IV do begin T[J] := B [ J ] ; J  := J + 1 end; 
T[J] := -1; J := J + 1; V := Y ;  CJ := S; M := 1 

cnd else if 1.- < 2 thcn begin 2 := Y ;  LY := X end 

if 1.‘ - I’ 2 3 thcn begin 
while J < I :  do 

begin T [ J ]  := B [ J ]  - l ; J  := J + 1 end; 
T [ J ]  := 1; J := J + 1; 2 := Y; W := S; A! := 0 

end else if I” > L’ then begin V := Y; If := X end 

end else begiii 

elld 
end; 
if :1J = U V ( ild = 1 A I,,’ 5 1’. ) then begin 

while .I < S do begin T [ J ]  := E [ J ]  - hl; J := J + 1 end; 
T [ J ]  := 1 - M ;  T[J + I ]  := Ad 

eiid else begin 
while J < I1  do hegiii T[J]  := B [ J ]  - 1; d := J + 1 end; 

while J < S do begin T[J]  := B [ J ] ; J  := J + 1 end; 
T[J]  := 1; .I := J + 1; 

T [ J ]  := 1 ; q . I  + 11 := 0 
elid 
return T 

end 

[Esaniple] For a given d = 2572256204731 1804942, the binary representation for 
d is: 

B : ( 10 1 1  00 1001 1 1 1 1000 11 100 101 1 1 1  001 10000001001 10001000101 11 1100001 110) 

T : [ ioioiooio iooooioo 1 ooio ioioooioioiooooooio ioioooioo ioiooooiooo iooio] 

T : [ 101 iooioiooooiooi oooiioiooooiioTooooooioo 1 1000 10001 iooooioooi ooio] 

hIO method transforms B into: 

The proposed algoritlim transforms B into: 

The average length of zero runs lor hIO method IS 1.29 and that of t.he proposed 
algorithm is 1.42. 
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2.2 Splitting 

The split,t.iiig phase is conin7011 t,o both ordina,ry bina.ry represeirt,a.tion B and 
signed biiiary representation T .  Let 'to be the width  of the window. B or T is 
split. into segmeiits with a lengtlli a t  most, M .  The followiiig split#tiiig procedure 
gei1era.t.e.s a list, of a.11 segments. For simplicity, the input. axray is represented by 
T .  

procedure split (input T :  a.rray, 'w: integer, output S :  array) 
Let, segment, list S be empty 
while (lengt.h(T) 2 ,u:) 

begin 
Let. W' hc the Itdt t i )  digits of 7'. 
Let. R be 'I' excluding I&'. 
Let, 14' be M/ escliicling t,he right, 0's. 
Let, 5 he K esclutl& t.lre Ieft, 0's. 
Add new segnient, \V to segiiient. list, S 

-. 

- 
T:= R. 

elid 
Add last, segiiieiit, T to segment list, S 
retiirii S 

[Example] Assume T is the signed l~ina.ry representation generated by the trans- 
fomi algori~,lim in t,he previous example. When U J  = 4, t,he splitting algorithm 
outputs t.he list, of seg111rnt.s as 

[WO 0 ~ 0  0 0 0 ~ 0 0 0 ~ 0 0 0 0 ~ 0 0  0 0 00 1 0 0 1 1 0 0 0 ~ 0 0 0 ~ 0 0 0 0 ~ 0 0 0 ~ 0 ]  

where each block of iiiitlerliiied digits represent,s a segment,. Note that t,he trans- 
form a.lgorit,hm increases t>he riiri lengt.h of 0's in  t,he segment ga.ps. 

2.3 Computing the Segiiiciits 

In  B ,  bhe value of each segment, is a.n odd positive integer up to  2w - 1. In T ,  
if TU 2 3, the segment, value never becomes 2"' - 1 or -(2" - 1) because of the 
property of t)he t,ra,nsf'orm algoribl-im. 'rhus, ench segment. v d u e  is an odd integer 
from -(F' - 3 )  t.o 2"' - 3 .  The a.bsolut.e values of a.ll  segment.^ are oht.a.iiied by 
the follo~~irig simple a.clclit,ion sequence. ( i .e.  1,2, 3,5,7, . . . .2'" - 3)  

a 0  = 1 I (t.1 = 2.  f11' = 3 ,  a7 = a i -1  + 2 ( 3  5 i 5 P'-l - 1) 

Therefore. in T ,  all segment, va.lues ca.n lie computed by a.t most 2'"-* - 1 addi- 
t(ions. I n  B ,  all segment8 \dues ca.n be comput;ed by a.t most. 2"-' additions. 

Thus, all (a.bsolut,e) segment values are coinputed by an addition sequence as 
1 , 2 , 3 , 6 , .  . . , 1 3  in 7 addit,ioiis. 

In reference [I], Ros and  Cost,er coniput.etI all segments usiiig a. heuristic ad- 
dition sequence. When the clist,ribu t.ioii of segment d u e s  is spa.rse, t,he heuris- 
tic met,hotl may be effect,ive. However ,  if the dist8ribut,ion is dense a syst,emat,ic 

For t~heaboveexample,segineiit values becoine {11,.5,i,-13,-13~9,1,1,3,-1,7]. 
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iiiet.liod may he more effective. When A = 511 and to = 5 ,  the distribution be- 
comes dense a nd consequently the proposed systematic method is more effective. 

2.4 

Concatena.tion requires doubliiigs and non-doubling addit.ions. 
For exampleq for t8he split T in  the above esample, concatena.tion is achieved by: 

- 7 P )  I 23+4 - 13P) 

Coilcatenating and The Number of Operations 

( ( (  11P 2'+3 + 5 P )  I 
23+4 + 7 p )  , 2 ' ,  

The inner most 11 P corresponds to t.he most significant segnient, aiid the expG 
nent 2 + 3 corresponds t80 the slim of the length 2 of the following window gap 
and t.he 1engt.h 3 of t.lie nest segment. 

I,& L he t.he 1eiigt.h of B or 7'. Note that L is X + 1 for B and L is X + 1 
or X + 2 for 7'. Let. Z' IM the a.vera.ge length of zero runs in the niost significant 
windo\vs for 61 or T .  I n  ot.her words, 2' is the average number of 0's deleted in 
M' by the splitt.iiig algorit~liin in t.lie beginning. Let, Z" be t.he average length 
of' zero r i i i i s  delet.rcl i n  H by t,he split,ting algoritlim for B or T .  The average 
lengt,li of t.he niost significant. segment is tu - Z'. The number of doublings in 
concat.ena.t,ioii is same a s  tslie leiigt,li of T (or B )  except, for t,he niost significant 
segment. Thus, t,he number of doulilings i n  concat.enation is L - ( w  - Z ' )  for B 
and 2'. Tile werage aumlwr of segments becomes L / (  zii+ Z") ,  which corresponds 
t,o t.he nuiiiher of n o ~ ~ - d o ~ I ~ l i ~ i g  a.ddit,ions in concatena.tion. 
Tl iu  s , 011 a.vera.ge. t, lie window me t,liod requires R operations : 

2.5 

I n  t.liis subsect,ion, paramet.ers L ,  Z ' ,  2" and IL: in tlie a.bove expression R are 
andyzed .  
The length of T is eitlicr ( A  + 1) or ( A  + 2 ) .  The t.ransform a.lgorithm outputs T 
of - length X + 2 with probability 1/1. Thus, die werage length of T ,  denoted by 
L ,  is expressed by c = $ . ( A  -+ 2 )  + 

Let p be the prolmbiliby that 0 occurs in B.  If each digit in B is independent, a 
straig~it. a.na.~ysis result,s i n  Z' = p(1 -JP ' ) / ( I  -p) and 2'' = p ( ~ - p ( ' - ~ ) ) / ( ~ - p )  
for B.  If 1' = O.5. then 2' = 1 - 2-" a.nd 2" = 1 - 2("'-L). If w is significant, 
t,Iirn Z" z Z' z 1 for R .  For siniplicit4y, let Z e  represent Z' and 2" for B .  

The espect.ed valiie of Z( T )  for all possible T ,  denoted by ZT,  is analyzed as 
follo\vs. Tlie essence of I.lie transforin a.lgorit.hin is represented by t.he a.utomaton 
in Figure 1. The aut,onra.t.on inputs a sequence of bits(0, 1) of B in LSB first 
order, and outp1t8s {i, 0, I}*. 

I11 Figure 1 ,  each arc  is laheled hy a.n input digit. 6 E {0,1}. All output digits 

Aiialysis of tlie iiuiiiber of operations 

9 ( A  + 1 )  = A + 5/4. 

are deterniiiied by one of the following t,wo functions. 
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1 if SQ < so, 
'(') = { -  1 otherwise, 

where the conditioii dciiolecl by sg < SO means t,lia.t sg is visited before SO by 
fort.hcomi~ig t.ransit,ion. Solid a.rc corresponds t,o f (  b ) ,  a.nd clotttmecl arc corresponds 

Assume iiiput, ( 1. e. B )  coiiies from a memoryless biiia.ry inforiiiatiori source with 
p = 0.5. Let zi he an avera.ge leiigt81i of zero ruiis at st,ate si. Ea.ch value of zd is 
ob tahed  by solving the following equations. 

to db). 

' 20 = (1/2)(1 + a), 
21 = (1 /2) (1  + -10) + ( 1 / 2 ) P T 0 b ( S 3  < SOlS3)(1 + Z.), 

z3 = ( 1 / 2 ) (  1 + : 3 ) ,  

22  = (1/2)(1 + r.3) + ( 1 / 2 ) P ? ~ 0 6 ( ~ ~  < s3lsl)(l + ~ i ) ,  

z-1 = (1 /2 ) (  1 + r.3) + (1/2)P?*ob(so < s31Sg)( 1 + fg), 
, 2.i = (1 /2 ) (1  + :o) + ( I / 2 ) P ? . o b ( ~ s  < SOlSq)(I +- :4), 

where P rob(si < s j  1sk) iiieaiis the proba.lii1it.y of t,he case of ( s j  < s j )  from sta.te 
sk. I n  t,he a.bove equat,ions, P?*oh(sg < S O I S ? )  = P~ob(sO < ~ 3 1 5 1 )  = Prob(s0 < 

z o = l ,  q = 2 ,  z .J=iL .  z 3 = 1 ,  q = 2 *  : 5 = 2 .  

~ 3 1 ~ 5 )  = P T O ~ ( S ~  < ~ 0 1 ~ ~ 1 )  = (1/ '2)+(1/2)(1/4)+t1/2)(1/4')+...  2/3. Thus, 

Let, p i  be a. sta.t.iona.ry probability of st.a.te s;. All pi are ca.lculated by solving the 
equa.tion I.' = A J .  1.' where L' is tlie vect,or of all pi  and A d  is the giveii transition 
mat,ri?c. The result, is 110 = 1/4, p1 = 1/6, p~ = 1/12, p3 = 1/4, p4 = l / G ,  p 5  = 
1/12. Therefore, ,?T = xr=opi . zi = 3/2 for t,he progosecl n?et.hod. Note that,, 
27' = 4/3 for RilO met.hod aiid .I hi1 inet.hod. 
111 sumiimry, using I ,  = x + 5 / 3   ant^ ZT = 3 / 2 ,  the a.verage numher of opemtioiis 
R for T ,  or IZT, is re\vritLten as: 

The optimal value of window size u, depends on t,he size of d. It is obtained by 
solviiig & RT = 0. For d with X = 511, LO = 5 is t,he opt,iinal window size. 

3 Comparison with other methods 

13ricl;ell [2] proposccl a. fast. Iiardwa.w iiriplei~ieiitation of coinput,iiig xd mod n 
using t,Iie ~~recoinput.a.t.ion of die iiiuItipIicatrive inverse x-' inod I)..  

Morain and Olivos [14] proposed a.n addition-sul,tractioi~ chain aJgoritlim based 
on a binary niet.hod. Their inethod obtains d+,  and d- for d(d = d+ - (1-), and 
comput.es d . P as (d, 4 P )  - (d-  8 P ) .  111 hi10 niet,hod, d+ . P (and d- . P )  are 
computed using the ordina.ry binary iiiethocl. The merage number of operations 
for ivo met11oc1 is $ A  + O( 1). 
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kIetltoJ [Chain 
Binary Method [lo] A 
Sigiird Binary hlctliorl “21 [8] [14] 

Window Rlethod ( 7 0  = 5) [l] 

Signed Binmy \l?nrlow hlcthod ( LL: = 5) 

A/S 

A 

A/S 

Yaco1)i’s Method [I61 A 

B0s-Coster.s hletllod [l] A 

Yacobi [16] applied the idea. of da ta  compression ( Lempei-Ziv’s incremental 
parsing algorit.hm) 1.0 spli t,ting hinary represent~at.ion. The average iiuinber of 
opera.t.ions iii Yacohi’s met,liotl is A +  (log(X) - loglog( X)) / ‘L+  1.5A/log(X), where 
A = [Iog?d]. In his ii~iet.liod, the segment size is initially small, and increases by 
parsing B .  This method is ineficient for snia.11 d such as X = 511 

Ros and (I:ost.er [ I ]  proposed a 1ieurist.ics for a.n addition sequence and used a. 
bigger window such as  u: = 10. This method requires an average of 605 operations 
for X = 511. IIorvevet~, their method is based 011 heuristics. 
A coniparison of several atlclit~ioii(-subtr;tctioii) chain algorithms is shown in 
Table. 1. From Ta.ble. 1 ,  the proposed method is seen to be faster than the other 
met.liods. 

AV. Worst 
766.5 1022 
681.7 768 
635.1 - 

609.3 630 
605 - 
602.6 629 

4 

4.1 

Let. I\’ be a field of characterist.ic # 2 , 3 ,  and let. ( I ,  h E Ii be t,wo pramete r s  

defined a.5 t.lie set. of points (x, y) with 2. y E li satisfying this equation on the 
a.fiiie plane 

y’ = x3 + o r +  b ,  

t.ogct,Iier with a special elenleiit tleuo~.ed 0 and called t.he point. a.t. infinitmy [I 11. 
Elliptmic curv‘c:s over t,lie fii1it.e field F ,  wit.li 11 element,s, for soiiie prime p ,  are 
denot.ed by Et,. M;liat, makes ellipt.ic curves int,eresting in cryptography and 
nu mhcr- t.lieore tic a.ppl ic a t b n s  is t. he fact. t,li a t, a.11 n ddtt io  71 operat ion on the p oii-r ts 
of an ellipt.ic curve El, cat] be defined t.o nia.ke it. an abelian group. 

where 12 is an odd composite square-free 
int,eger, can be defiiied i n  a simi1a.r way to El,. For siniplicit.y, let n. be the product 
of two distinct. la.rge primes p a.nd q as in t,he RSA schenie[l5] and the KMOV 
scheine[9]. Acldilion 011 E,, , whenever it. is defined, is equivdent to the group 
oprra.t,ion (defined by c,otiiponetit.) on El, x E q .  Thus, every point. P = (x, y)  
on E,, can be represented uniquely as  a pa.ir [ q , , P q ]  = [(tpryp),(zq,yq)] where 
f,, E E;, a.iid Pq E E,. Note t.1ia.t a.ddit,ion on E,, is undefined if and only if 
csact,ly one of t,lie point,s Pt, a n d  Pq is the point a,t infinity. I t  is importa.nt t o  
tiotr t.1ia.t. \vlren all priiiir factors of 7 1  are large, it. is extremely unlikely tha.t the 
S U I H  of t.wo poi11t.s 011 li’,A is utlcicfinecl. 

The Speed of Each Addition over Elliptic Curves 

Elliptic Cunws over a Finite Field and a Ring 

s. <i. t ’  .15 . f  3 .. ing 4a3 4- 27h’ # 0.  An eUipt,ic c.urve over K \vit,h pa.ra.met,ers a and b is 

E1lipt.i~ curves over t,he ring 
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4.2 Addition Foriniilae over Elliptic Curves 

Let PI = (x1 ,y l )  and P2 = (n.?,ya) be two point8s on the elliptic curve Ep. The 
point P3 = Pl + P2'= ( ~ 3 ~ ~ 3 )  is defiiied according to the following rules. If 
PI = 0 ,  then f 3  = 9 + P? = P2. If PI = -f2, that, is, 2 1  = 2 2  and y1 = -yz, 
then €3 = PI + P? =I 0 M h n  P I ,  Pz # 0, and PI # -P2, an addaizon formula 
to find P3 = PI + f? = ( ~ 3 , ~ s )  is given below according to two cases: a non- 
doiihling atlditioii foiinula where PI # P, and a doubling foriiiula F5 = Pz 
" 
Non-doubling Addition Formula in Affiiie Coordinates 

where X = (y2 - y l ) / ( . c ?  - X I ) .  

Doubling Formnla iii Affiiie Coordinates 

N0t.e t,ha.t a subt,ra.ct,ion 1.0 find e3 = Pi - P? is defined by cha.nging the sign of 
yz in the a.ddit.ion formula. 1'3 = PI + P.. 

A point. ( . I : .  y)  011 the afflne plane is equivdent t,o a, point, (S, Y, Z)  on tlie 
project.ive plane> wlicrc ,1: = S / Z ,  y = Y'/Z. T h a t  is, an elliptic curve is a.lso 
defined as the set. of poi11t.s ( S , Y ,  Z) in lioiiiogetieous coordinates sa.tisfying the 
equation 

Z P  = ,P + a , ~ ~ ?  + ~ 3 ,  

together with t,he point at, infinity ( 0 , l  ,O). The non-doubling a,ddit<ion formula 
(1) a.nd the doul>ling formula (2)  i n  a.ffiiie coordina.t*es ca.n be rewritten in ho- 
mogeneous coordinaks.  Repla.ce t i  wit.li Si/Zi and yi with x / Z i  ( i  = l , 2 )  
a.nd reduce the fractions of ;1'3 and y3 to a. coiiiinon denominator. Then, the 
resulting numera.t.ors of 2'3 aiicl y3 heconie S 3  and Y3, and '  tlie coiiimon de- 
nominator becoines 2 3 .  Let, PI = ( d Y ~ , Y l , Z ~ )  E Ep, P2 = (52,Y2,2?) E E p ,  
and P3 = (X3 ,1 . ; , 23 )  E The additioii foriiiulae to  find 4 = PI + PQ in 
homogeneous coorclina.t8es axe espressed as follows. 



354 

Non-doubliiig Addition Formula in Homogeneous Coordinates 

By inlroducing moderate intlerniediatje variables that. are more moderate than 
ones in [9], addition formular ( 3 )  and (4)  can be revised to minimize t8he number 
of multiplicatioiis in serial processing. The revised addition €oriiiulae in homo- 
geiieous coordinates are: 

R.evised Non-doubling Addition Foriiiiila in Homogeneous Coordi- 
iiates 

AY:< = 1 ’.-I 

I$ = C;(\,’7.Y1Z2 - A )  - V3Y1Z2, ( 5 )  I 2 3  = \~‘3212?, 

where li  = l i Z 1  - );Za, 
s2z1 + .\-1zz. 

Revised Donhling Foriii~la in Homogeneous Coordinates 

V = S z Z 1  - S l Z z ,  -4 = U2Z1Z2 - V 2 T ,  T = 

where S = YlZ1, 14’ = 3 s :  + aZT. E = )’IS, F = S l E ,  H = W 2  - 8F. 
Kotr that  all of thc above co~iipiitatious are modulo y or iiiodulo n. 
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4.3 Perforilialice Evaluation of' Addition Formulae 

Computations of the niult8iples of a point 011 the ellipt,ic curves E,, can be per- 
formed in affine coorclinates or homogeneous coordinates. The time complexity 
of the addition formulae implemented in t,liese coordiimtes was compared. Each 
elementary additsion over En w x  ca.lcula,ted using addition, subtraction, mul- 
tiplica.tion a.nd division in Z,, . For simplicitmy, addit,ion, subt,ra.ct,ion and special 
1nultiplica.t.ion by a small constant such  as 2yl and 3fxf )  wa.re neglected because 
they are much fader than multiplicat,ion atid division in Z,, . In addition formulae 
(3) - (4)  and (5)-(6) i n  homogeneous coordinates, cont,ra,ry to a.ddit.ion formulae 
(l)-('I) in affine coorclina.t.es, the divisions in Z,, in each a,ddition over En can be 
avoided. Coniputa.tion in hoi~iogeneous coordinates requires 1 division ( l/Z3) i n  
Z, to obta,iii both ,-c3 = .7;3/23 and y3 = Y3/23 in the final sta.ge of t.he chain. 
N0t.e that clivisioii in Z, ca.n he implemented using the generalized Euclidea~n 
algorithm for coiiiput.ing the greatest coiiiiiion divisor. 

A serial comput8a.tion of non-doubling a.ddit.ion formula. (1) requires two iiiul- 
tiplicntioiis and one division i n  Z,, . A seria.1 coiiipiit.a.t.ioii of doubling formula 
( 2 )  requires t,hree niult,iplica.tions and one division in Z,. A serial computation 
of lion-do11 bling a,ddition formula (5 )  required 15 mult,iplicat.ioiis in Z,. For the 
lih/lOV elliptic cryptosysteni wit,h CI = 0, the coniputa.tion of LV in the dou- 
bling formula (6)  ca.n he simplified as \I,' = 3 S T .  Thus, a serial computation of 
doubling formi la. ( (5 )  requires I0 iniilt.iplical.ioiis in 2,. . 

Assume t,lia.t. pa.rallr1 processing of each a.ddition over E,, is allowed in spe- 
cial Iia.rdwa,re. For simplicii.y, t,lie time for communica.tion a,mong processors is 
neglected. 111 affine coordinat.es, parallel processings of lion-doahliiig a.ddition 
and doublirig require the saiiie computa.tiona1 coiiiplesit*y as those in serial pro- 
cessing. Coiisider parallel processing of the a.clditioii formula in  homogeneous 
coordinates. In general, pa.ra.ll el inii 1 t,iplic a.t,ion per mi t,s a.ny pol y noini a1 of degree 
2k to be computed in  one step.fron-i the set. of polynomials of degree 12, where 
each step requires the t,ime of' one niult~iplicat.ioii in Z,,, . The lion-doubling addi- 
tion formula. ( 3 )  c0nsist.s of polynomials of degree 8 wi th  6 variables, therefore, 
the values of S s ,  I > ,  2 3  can he obt.ainecl in 3 st,eps. The doubling formula. (4) 
c0ipist.s of polyiiomials of degree Ci with  4 variables (including a ) ,  t,lierefore, the 
vdues of S 3 ,  y3q 2 3  c m  be siniila.rly obt,ained in 3 st8cps. T1ia.t is, the relat'ed 
tDerms of degree 2 are comput.ed in the first! step, the rela.t,ed berms of degree 4 
in the second step,  and every term of degree 8 or B in the target polynomials i n  
the t,liird step. 

Denote c be the ra.tio of t2he computakion amount, of division in 2, to t1ia.t 
of multiplication in Z,z. Note that  c > 1. Let R be the number of operations 
of addition formula i n  a.ddit,ion-sabt,raction cha.in. Assume t1ia.t lion-doubling 
additions occur with probability pn and clouhlings occur wit.11 probabilit,y (1 - 
pla).  For the proposed signed binary ~ i n d ~ w  method, we Imve p,)IL x 1 / G  and 
R x 60'2.6 for X = 511 as clcscribrd in Section 'I. Ta.hle 2 shows t,he numbers 
of niulLiplica.tioris i n  Z,, in serial/pa.raIlel processings in affine coordina.tes and 
honiogetieous coordiiia.rea. From Ta.ble 2. we ca.17 observe t1ia.t serial cornputa.tion 
in ho~iioget~eous coorclinates is faster t.han h a t .  i n  affine coorclinates if c > 8 
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and A = 511. Moreover, when X = 511, parallel coiiiputation in homogeneous 
coordinat,es is atways faster than that  in affine coordinates. 

Processing 

Serial 

Para1 lel 

Coordinates mult. div 

Affine (21, + 3( 1 - p ) ) R  R 
!Z 2.83 . R 

IIon~ogeneous (151) + 10( 1 - p ) ) R  1 
x 10.83 . R 

Homogeneous 3 . R  1 

chain 

Wheii the mult.iplicat.ion clia.in is carried o u t  based on alpha.heticatly ordered 
fact,oring in formula ( 3 ) .  17 processors are needed in the first step, 29 processors 
in  lie second s k y ,  a.iid 24 processors in the t.liircl .st8ep. Since each processor 
can be risetl repeat.edly, this mult.iplicat.ion system (or addition formula engine) 
requires 29 processors. Note that para.llel computation of forinula (4)  requires 
less t.1ia.n 29 processors. As a result, each addition over the elliptic curve can be 
done in 3 multiplica.t.ions if 29 parallel processors are used. 

5 Coiiclusioii 

We have proposed a fast, and systematic method of computing a multiple d . P 
over ellipt,ic curves. Tliis speeding tip method is also applicable t,o coinput,ation 
in the group where t.lie inverse operat.ion is as fast. as a.n ordinary opera.tion. 
Furtlierniore. we point.ed out, that. if pa.rallel processing is allowed, each addition 
over the curve using homogeneous coordinates can he done in 3 multiplications. 
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Figure.1 Automaton for the transform algorithm 
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