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Abstract:  We consider binary sequences obtained by choosing the the most signif- 
icant bit of each element in a sequence obtained from a feedback shift register of length 
n operating over the ring 2/2“, that is with arithmetic carried out modulo 2“. The 
feedback has been made non-linear by using the bit-by-bit exclusive-or function as well 
as the linear operation of addition. This should increase the cryptologic strength with- 
out greatly increasing the computing overheads. The periods and linear equivalences 
are discussed. Provided certain conditions are met it is easy to check that the period 
achieves its maximal value. 

1) Introduction: For e a positive integer let Z/2‘ denote the ring of integers 
(0,. . . ,2‘ - 1) with addition, subtraction, and multiplication carried out “mod 2“”. (In 
other words if the result of the arithmetic operation gives a d u e  outside the ring, then 
it is brought back by adding or subtracting a suitable multiple of 2‘.) We start by 
considering linear recursions of the form 

n-1 

at+n = cjal+j mod 2e for t = 0,1,2, .  . . 
j = O  

with a o , a l , .  . . ,an-l specifying the initial conditions. At least one of these values is 
odd. Here % and cj belong to 2/2“. Here and throughout this presentation for a, p 
integer with p > 1 we define a mod p as that integer E { O , l , .  . . , p  - 1) obtained by 
adding (subtracting) the appropriate integer multiple of p to (from) a. (The operator 
“mod” will be taken as binding more loosely than arithmetic operators such as “+”, but 
more tightly than “=”, so that for instance a = b + c mod p means a = ( ( b  + c )  mod p ) . )  
We may then derive a binary output by picking the most significant bit of each %. 

This can provide a convenient way of generating pseudo-random binary sequences on 
general-purpose microprocessors, in which case e would typically be the number of bits 
in a computer-word. It should be a particularly convenient technique on some digital 
signal processors which have high-speed facilities for multiply-accumulation. Now as 
regards the cryptologic security: The generator is a linear congruer tial generator and 
cryptanalytic techniques are available at least when the coefficients are known [l]. These 
techniques suppose that the output sequence is truncated down to the several most 
significant bits and it seems unlikely that they are practicable when only the most 
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significant bit of each output is available. Nonetheless it seems reasonable to increase 
the security. One way is to make the coefficients Fj key-dependent and to use some 
kind of non-linear output filtering. We discuss instead what should be an even better 
possibility, the use of the bit-by-bit exclusive-or function as a source of non-linearity 
inside the recursion. Non-linearity should be cryptographically more effective here than 
when used in filtering the output. Moreover the exclusive-or function is a fast operation 
readily available on most microprocessors and digital signal processors and it is non- 
linear in 2/2‘ for e > 1. 

The exclusive-or function (denoted by @) is defined as follows: For a, b non-negative 
integers with a = CEO ak2k and b = bk2k (with a k ,  b k  E {(),I}) we set 

00 

a @ b = c ( ( u h  + b ~ )  mod 2 ) 2 k .  
h=O 

To make the discussion definite we consider a recursion of the form 
n-1 n-1 

at = (c cjat+j mod 2e) @ (c djat+j mod 2‘) for t = 0 , 1 , 2 ,  . . . (2) 
j = O  j = O  

Here at least one of the d j  is non-zero, and at least two of the cj  are odd to  guarantee 
a proper non-linear carry. Moreover the base polynomial 

n-1 

h ( z )  = z n  + c(cj + d j ) z J  mod 2 
j = O  

(3) 

is a primitive binary polynomial. (The operation “mod p” applied to a polynomial 
expression signifies that the coefficients are to be evaluated “mod p ” . )  

The period of the generator (1) has been investigated long ago by Ward [ 2 ] ;  more 
recent work concerns the period and upper and lower bounds on the linear equivalence 
of the binary sequences produced by taking the bit of a given order of significance 
from each at [3], [4], [5 ] ,  [ 6 ] .  Let at have the binary decomposition at = CsI,’ at,;2; 
with at,i E {0,1}. Denote the sequence {ao, al, a2,. . .} by a and the binary sequences 
{ a ~ , i ,  al,;,a2,i,.. .} by ai. We quote the following results: If the base polynomial h(z )  is 
a primitive binary polynomial of degree n, the possible periods of a; are Zk(2” - 1) with 
k = 0,1,. . . , i .  Moreover for any i satisfying 1 < i < e and with h(c)  = Z* + f(c) mod 2 
a specified primitive polynomial and with a0 not identically zero, al l  but a fraction 
2/2n of the possible connection polynomials f ( z )  = Cyfi c,zi give ai the maximal 
period (2” - 1)2i .  From the practical point of view this means that provided we keep n 
reasonably large, say > 40, there is not much risk of obtaining a short-period sequence. 
There are also “fast” tests for checking that the period is maximal [3], [4], [7]. 

Unless we have some understanding about the periods of sequences generated by (2) 
there is always the worry that we may obtain a dangerously short period for some initial 
conditions and/or choices of connection polynomial. This is. the standard objection 
to the use of non-linear recursions which otherwise would seem to be an attractive 
proposition in cryptography. The results stated in the last paragraph were derived 
using the linearity of (1). What can be said about the periods of sequences generated 
by (2) depends very much on the d j .  If any of the dj  are odd we can say very little 
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definitely apart from the fact that the period is a factor of (2" - l ) Z e - ' .  Much more 
definite conclusions apply if all the d, are even, and for the rest of this presentation we 
concentrate on this case. There may be a price to pay for this increased understanding 
in that the generator may not be quite as strong cryptologically as in the general case. 

We shall present (for the case when all the d, are even) a "fast" test to check 
whether the period is maximal, and the probability of the period's not being maximal if 
the coefficients are chosen at random. Ke  shall also present expressions for characteristic 
polynomials from which upper bounds to the linear equivalence may be found; computer 
results demonstrate that these are tight in simple cases. 

2) Test for maximal period: Tests for maximal period in the outputs from (1) 
have been discussed in [4] and [7]. We now describe a test for the generator (2) ,  in the 
case when all the d j  are even. 

Let any quantity that takes only the values 0 and 1 be called b inary -uahed .  Simi- 
larlp designate a polynomial (sequence) as binary-valued if all its coefficients (elements) 
are binary-valued. Put f(z) = x:z: ctz'? g(z).= 1;:; d i z ' .  Then set 

k=O k=O k=O 

with fk(z) and gk(z) binary-valued polynomials, and with the ~k binary-valued se- 
quences. 

Let 

and let the base polynomial (3)  

n 

h(z)  = hizi = zn + f(z) mod 2 
0 

be a primitive binary polynomial, with binary valued coefficients hi. Moreover let at 
least one of the initial settings uo, al,. . . ?u,.,-l be odd. These are the conditions for the 
theorem. Next let B denote a root of h ( z )  (in GF(2")), and set 

n 

O<i<j<n ;=1,3,5, ... 

Also define u1, ug , vug by 

03 = K4v2 + (g1(e))4e4nvl. 
All these quantlties are in GF(2"). Then we have 
Theorem 1: With the conditions just stated, the period of a1 has the maximal value 
2(2" - 1) if and only if v1 # 0, the period of (12 has the maximal value 4(2" - 1) if and 



203 

only if  7 ~ 1 1 ~ ~  + 0, and €or k 2 3 the periad of Crk ha5 the maximal value 2'('2" - 1) if and 
only if 7 4 ~ 2 ~ 3  + 0. 

We make the following remarks: 
1) The period does not depend on f % ( z )  or g,(z) for i 2 2. 
2) If gl(z) -c 0 (as well as go(z) = O), then the results depend only on f i ( z )  and we 

may equivalently use alternative methods [4], [71 for testing the period of the generator 
[l) obtained by setting g(x) = 0. 

3) An alternative is to test the period of a3 for shortness, but this needs of the 
order of 2" steps. 

4) Computations in GF(2"J are equivalent to computations with binary polynomids 
''modulon the base polynomial h ( z ) .  The root B is represented by the polynomial 2.  The 
coefficients g;j in the binary polynomial CYztgijxJ obtained as the remainder when 
zi is divided by h(z )  are precomputed for i = 0 ,1 ,2 , .  . . ,2n - 2, and art used to find 
products. Each multiplication or squaring then requires of the order of n2 operations. 

Theorem 2: If (with h ( z )  a fixed primitive polynomial) we choose f i ( z )  and gl(t) at 
random, then for 12 2 3 the probability that ah has a shart period is 4/2" - 4/4": if we 
set gl(;.) = 0 and choose f l (z )  at random, then the probability is 2/Zn. 

3) Upper bounds on the minimal polynomial: We. define the shift operator 
2 acting on a sequence by ZIT = {al, u2, as,  + .  -1 where a is the sequence {aO, al, a2,. , . } .  
More generally with f ( z )  Cc;d we define f (x )a  as the sequence with its t-th ele- 
ment equal to ciat+i. We call the binary polynomial f (z )  a charucieriiitic polynomial 
of the binary sequence a if f(x)a mod 2 = 0. Evidently with g(z) any polynomial we 
have that j(z)g(z) mod 2 is also a characteristic polynomial of a, 5 0  that  a character- 
istic polynomial of a given sequence i s  by no means unique. However there is only one 
characteristic polynomial of least degree which we shall call the minimal polynomial, 
and its degree is called the linear egutualence. Thus the degree of any characteristic 
polynomial provides an upper bound on t h e  linear equivalence of a sequence. Moreover 
the minimal polynomial is a factor of every characteristic polynomial and so in terms 
of the partial ordering defined by divisibility characteristic polynomials provide upper 
bounds on the minimal polynomial. We present the following formulae for characteristic 
polynomials of the binary sequences described above. Computer studies have encour- 
aged us to believe that these are of degree not much greater than the  degree of the 
minimal polynomial and therefore that they as i t  were provide a close upper bound. 

Let B denote a specifically chosen root of the base polynomial h(r) ,  a primitive 
element in GF(2=),  since h ( z )  is a primitive binary polynomial of degree n. For any 
non-negative integer i let w[k)  denote the number of 1's in the base-2 expression of a. 

Then for s > 0 define the (binary) polynomials 

We also have 
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is a Characteristic polynomial of ak in all cases [3]. For k 2 n - 1 we have the simple 
formula 

When go(z)  = 0 but gl(a) # 0, so that g(z) is a multiple of 2 but not of 4, then 

TL(g) = 91 . g 5 ( 2 )  * !h(l) . n g A [ E , i ) ~ ” ~  
2<1<2k- 1 

with 

L(k,j) -.- Iz  T 1 + Z j  - ~ ( j )  - m=(D,E - 3 - [log, j ] )  

i s  a characteristic polynomd of ah; it is a factor of Tk(z) for k 2 4. Finally when g ( z )  
i s  a multiple of 4, then 

C ( Z 1  = 91(2) .94(0)  ‘ g A [ k , j ) M  
1<7<2&-L 

is a characteristic pdynomid of ak; it is a factor af Ti(z) for k 2 2 and of T k ( a )  for 
k 2 3. This result is just the generalization of the result for (1) given in [3] and [5 ] .  
Computer studies demonstrate that for values of n and k up to 12 these characteristic 
polynomials are minimal in many cases; thus they should provide reasonably tight 
bounds on the linear equivalence, even in the general case. In any practical case with n 
and k fairly large the ratio of the upper bound provided by Tk with that provided by 
TL or T;‘ is very close to unity. 
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