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#### Abstract

For a given real triangle $T$ its discretization on a discrete point set $\mathcal{S}$ consists of points from $\mathcal{S}$ which fall into $T$. If the number of such points is finite, the obtained discretization of $T$ will be called discrete triangle. In this paper we show that the discrete moments having the order up to 3 characterize uniquely the corresponding discrete triangle if the discretizationing set $\mathcal{S}$ is fixed. Of a particular interest is the case when $\mathcal{S}$ is the integer grid, i.e., $\mathcal{S}=\mathbf{Z}^{2}$. Then the discretization of a triangle $T$ is called digital triangle. It turns out that the proposed characterization preserves a coding of digital triangles from an integer grid of a given size, say $m \times m$ within an $\mathcal{O}(\log m)$ amount of memory space per coded digital triangle. That is the theoretical minimum.
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## 1 Introduction

The basic motivation for this paper was recovering a simple and efficient characterization of digital triangles. By digital triangles we mean digital (binary) pictures of real triangles, or more formally, a digital triangle $D(T)$ is the set consisting of integer points which fall into a real triangle $T$ :

$$
D(T)=\{(i, j) \mid(i, j) \in T, \quad i, j \text { are integers }\}=\left\{(i, j) \mid(i, j) \in T \cap \mathbf{Z}^{2}\right\}
$$

That is the most usual digitization scheme for planar regions.
But, sometimes the digitization (i.e., discretization) is made by using another "discretizationing" set than it is $\mathbf{Z}^{2}$. Some other examples of discrete presentation of real objects are: Discrete images on the hexagonal grid, radar images, images made on statistically distributed set of points, e.t.c. Because the method presented here can be applied to discretizations on different sets we start with
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Fig. 1. A discretization of the triangle $A B C$ consisting of 20 points is shown above.
a general definition of a discrete triangle $\mathbf{D}(T)$ from a fixed discrete point set $\mathcal{S}$ (see Fig. 1). Thus, we define

$$
\mathbf{D}(T)=\{(x, y) \mid(x, y) \in T \cap \mathcal{S}\}
$$

Through the paper, it will be assumed but not mentioned, all discrete triangles consist of a finite number of points. For an illustration, the discretizations on the set consisting of all points with the coordinates which are rational numbers (i.e., $\mathcal{S}=\mathbf{Q}^{2}$ ) are not considered. It is not convenient to use a real triangle to represent its discretization. In that case any discrete triangle can be represented by infinitely many real triangles, since there is a continuum of real triangles which have the same discretization on a given set of points. Depending on $\mathcal{S}$, it can be difficult to answer which different real triangles have different discretizations. By the way, if we have a binary picture of a triangular objects, the "original triangle" is usually unknown. Consequently, the characterization of discrete triangles by a real triangle with a given discretization requires a procedure for reconstruction of an original triangle from its discretization.

In the next section we give a characterization of discrete triangles which is simple and fast for any choice of the discretizationing set $\mathcal{S}$. For such a characterization we will use, so called, discrete moments. Precisely, the discrete moment $\mu_{p, q}(X)$ of a finite set $X$ is defined as:

$$
\mu_{p, q}(X)=\sum_{(x, y) \in X} x^{p} \cdot y^{q}
$$

The moment $\mu_{p, q}(X)$ has the order $p+q$.

We prove that ten discrete moments having the order up to 3 are enough for a unique characterization of discrete triangles discretized on a fixed discrete set. In Section 3 we give some performance analysis of the proposed characterization if the discretization is made on a squared integer grid of a given size, i.e., on $\mathbf{Z}^{2} \cap[0, m-1]^{2}$, for some integer $m . \mathbf{Z}^{2} \cap[0, m-1]^{2}$, will be called the $m \times m$ integer grid. It turns out again that the use of moments is a powerful tool in image analysis ([3, 8]). Section 4 contains concluding remarks.

Through the paper a finite set means that the set consists of a finite number of points. Also, a unique characterization and coding will have the same meaning.

We shall say that a function $f(x, y)$ separates sets $S_{1}$ and $S_{2}$ if $f(x, y)$ has the different sign in the points of $S_{1}$ and $S_{2}$. For example, $(x, y) \in S_{1}$ implies $f(x, y)>0$, while $(x, y) \in S_{2}$ implies $f(x, y)<0$.

## 2 Characterization of Discrete Triangles

In this section it will be shown that the discrete moments having order up to 3 match uniquely the discrete triangles presented on a fixed set $\mathcal{S}$. We start with the following theorem.

Theorem 1. Let $S_{1}$ and $S_{2}$ be two finite planar sets. If there exists a function of the form

$$
\begin{equation*}
f(x, y)=\sum_{p+q \leq k} \alpha_{p, q} \cdot x^{p} \cdot y^{q} \tag{1}
\end{equation*}
$$

where $p, q \in\{0,1, \ldots, k\}$ and $\alpha_{p, q}$ are arbitrary real numbers, such that $f(x, y)$ separates $S_{1} \backslash S_{2}$ and $S_{2} \backslash S_{1}$ then

$$
\mu_{p, q}\left(S_{1}\right)=\mu_{p, q}\left(S_{2}\right) \quad \text { for all non negative integers } \quad p, q, \quad \text { with } \quad p+q \leq k
$$

is equivalent to

$$
S_{1}=S_{2}
$$

Proof. If $S_{1}=S_{2}$ then the corresponding discrete moments are equal obviously. What we have to prove is: The equalities of the corresponded moments of the order up to $k$ preserve $S_{1}=S_{2}$. We prove that by a contradiction. Let

$$
\sum_{(x, y) \in S_{1}} x^{p} \cdot y^{q}=\mu_{p, q}\left(S_{1}\right)=\mu_{p, q}\left(S_{2}\right)=\sum_{(x, y) \in S_{2}} x^{p} \cdot y^{q}
$$

holds for all non negative integers $p$ and $q$ satisfying $p+q \leq k$, and for some different finite sets $S_{1}$ and $S_{2}$. Since $S_{1} \neq S_{2}$ we can assume $S_{1} \backslash S_{2}$ is non empty, else we can start with the non empty $S_{2} \backslash S_{1}$. Further, because there exists a function $f(x, y)$ of the form (1)

$$
f(x, y)=\sum_{p+q \leq k} \alpha_{p, q} \cdot x^{p} \cdot y^{q}
$$

which separates $S_{1} \backslash S_{2}$ and $S_{2} \backslash S_{1}$. Let be $f(x, y)>0$ for $(x, y) \in S_{1} \backslash S_{2}$, while $(x, y) \in S_{2} \backslash S_{1}$ implies $f(x, y)<0$. Then

$$
\begin{aligned}
& 0<\sum_{(x, y) \in S_{1} \backslash S_{2}} f(x, y)=\sum_{(x, y) \in S_{1} \backslash S_{2}}\left(\sum_{p+q \leq k} \alpha_{p, q} \cdot x^{p} \cdot y^{q}\right) \\
& =\sum_{p+q \leq k}\left(\sum_{(x, y) \in S_{1} \backslash S_{2}} \alpha_{p, q} \cdot x^{p} \cdot y^{q}\right)+\sum_{p+q \leq k}\left(\sum_{(x, y) \in S_{1} \cap S_{2}} \alpha_{p, q} \cdot x^{p} \cdot y^{q}\right) \\
& -\sum_{p+q \leq k}\left(\sum_{(x, y) \in S_{1} \cap S_{2}} \alpha_{p, q} \cdot x^{p} \cdot y^{q}\right) \\
& =\sum_{p+q \leq k}\left(\alpha_{p, q} \cdot \sum_{(x, y) \in S_{1}} x^{p} \cdot y^{q}\right)-\sum_{p+q \leq k}\left(\alpha_{p, q} \cdot \sum_{(x, y) \in S_{1} \cap S_{2}} x^{p} \cdot y^{q}\right) \\
& =\sum_{p+q \leq k}\left(\alpha_{p, q} \cdot \sum_{(x, y) \in S_{2}} x^{p} \cdot y^{q}\right)-\sum_{p+q \leq k}\left(\alpha_{p, q} \cdot \sum_{(x, y) \in S_{1} \cap S_{2}} x^{p} \cdot y^{q}\right) \\
& =\sum_{(x, y) \in S_{2} \backslash S_{1}}\left(\sum_{p+q \leq k} \alpha_{p, q} \cdot x^{p} \cdot y^{q}\right)=\sum_{(x, y) \in S_{2} \backslash S_{1}} f(x, y) \leq 0 .
\end{aligned}
$$

The contradiction $0<0$ finishes the proof. []
Now, we can prove the main result of the paper.
Theorem 2. Let a discrete point set $\mathcal{S}$ be given. Then, any discrete triangle $\mathbf{D}(T)$ from $\mathcal{S}$ is uniquely determined by ten discrete moments

$$
\mu_{p, q}(\mathbf{D}(T)), \quad \text { where } \quad p+q \leq 3, \quad \text { and } \quad p, \quad q \quad \text { are non negative integers. }
$$

Proof. We will use the previous theorem specifying that $k=3$ and $S_{1}$ and $S_{2}$ are discrete triangles $\mathbf{D}(T)$ and $\mathbf{D}\left(T_{1}\right)$.

If we consider $T$ and $T_{1}$ as planar compact regions then the set intersection $T \cap T_{1}$ is either the empty set or the convex region whose boundary is the polygon having 6 vertices at most. In the case of $T \cap T_{1}=\emptyset$ the proof is trivial because there always exists a straight line which separates $T$ and $T_{1}$ and consequently the same line separates $\mathbf{D}(T) \backslash \mathbf{D}\left(T_{1}\right)$ and $\mathbf{D}\left(T_{1}\right) \backslash \mathbf{D}(T)$. If the mentioned line is defined by $\alpha \cdot x+\beta \cdot y+\gamma=0$ then (due to Theorem 1) the proof follows by setting $f(x, y)=\alpha \cdot x+\beta \cdot y+\gamma$.

If $T \cap T_{1} \neq \emptyset$ then it is easily to conclude that all possible situations are characterized by Figures 2-9. Namely, if we consider the number of edges (i.e.,
the number of vertices) of $T \cap T_{1}$ and mutual order between edges which belong to the boundary of $T$ and those which belong to the boundary of $T_{1}$ we distinguish the following cases:
i) if $T \cap T_{1}$ has 6 vertices, the situation corresponds to Figures 2 and 3;
ii) if $T \cap T_{1}$ has 5 vertices we recognize two possibilities corresponded to Figures 4 and 5 ;
iii) if $T \cap T_{1}$ has 4 vertices, we recognize three essentially different situations corresponded to Figures 6, 7, and 8;
iv) if $T \cap T_{1}$ has 3 vertices we have one nontrivial situation presented on Fig. 9 .

At all Figures 2-9, the triangle $T$ with vertices $A, B$, and $C$ is fixed, while the triangle $T_{1}$ varies. Triangle $T_{1}$ is drown by dashed lines.

The statement follows due to Theorem 1, since the existence of a function of the form (1) which separates the set differences of any two different discrete triangles $\mathbf{D}(T)$ and $\mathbf{D}\left(T_{1}\right)$ is shown in all possible situations.

For a straight line $l$, let $\alpha_{l} \cdot x+\beta_{l} \cdot y-\gamma_{l}=0$ be an equation which defines $l$. In the capture of any figure, a function $f(x, y)$ which separates $\mathbf{D}(T) \backslash \mathbf{D}\left(T_{1}\right)$ and $\mathbf{D}\left(T_{1}\right) \backslash \mathbf{D}(T)$ is described by suitable chosen lines and the product of their equations.


Fig. 2. $f(x, y)=\left(\alpha_{u} \cdot x+\beta_{u} \cdot y-\gamma_{u}\right) \cdot\left(\alpha_{v} \cdot x+\beta_{v} \cdot y-\gamma_{v}\right) \cdot\left(\alpha_{w} \cdot x+\beta_{w} \cdot y-\gamma_{w}\right)$ is a separating function for $\mathbf{D}(T) \backslash \mathbf{D}\left(T_{1}\right)$ (points labeled by $a$ ), and $\mathbf{D}\left(T_{1}\right) \backslash \mathbf{D}(T)$ (points labeled by $b$ ).


Fig. 3. $f(x, y)=\left(\alpha_{u} \cdot x+\beta_{u} \cdot y-\gamma_{u}\right) \cdot\left(\alpha_{v} \cdot x+\beta_{v} \cdot y-\gamma_{v}\right)$ is a separating function for $\mathbf{D}(T) \backslash \mathbf{D}\left(T_{1}\right)$ (points labeled by $a$ ), and $\mathbf{D}\left(T_{1}\right) \backslash \mathbf{D}(T)$ (points labeled by $b$ ).


Fig. 4. $f(x, y)=\left(\alpha_{u} \cdot x+\beta_{u} \cdot y-\gamma_{u}\right) \cdot\left(\alpha_{v} \cdot x+\beta_{v} \cdot y-\gamma_{v}\right)$ is a separating function for $\mathbf{D}(T) \backslash \mathbf{D}\left(T_{1}\right)$ (points labeled by $a$ ), and $\mathbf{D}\left(T_{1}\right) \backslash \mathbf{D}(T)$ (points labeled by $b$ ).


Fig. 5. $f(x, y)=\alpha_{u} \cdot x+\beta_{u} \cdot y-\gamma_{u}$ is a separating function for $\mathbf{D}(T) \backslash \mathbf{D}\left(T_{1}\right)$ (points labeled by $a$ ), and $\mathbf{D}\left(T_{1}\right) \backslash \mathbf{D}(T)$ (points labeled by $b$ )


Fig. 6. $f(x, y)=\left(\alpha_{u} \cdot x+\beta_{u} \cdot y-\gamma_{u}\right) \cdot\left(\alpha_{v} \cdot x+\beta_{v} \cdot y-\gamma_{v}\right)$ is a separating function for $\mathbf{D}(T) \backslash \mathbf{D}\left(T_{1}\right)$ (points labeled by $a$ ), and $\mathbf{D}\left(T_{1}\right) \backslash \mathbf{D}(T)$ (points labeled by $b$ ).


Fig. 7. $f(x, y)=\alpha_{u} \cdot x+\beta_{u} \cdot y-\gamma_{u}$ is a separating function for $\mathbf{D}(T) \backslash \mathbf{D}\left(T_{1}\right)$ (points labeled by $a$ ), and $\mathbf{D}\left(T_{1}\right) \backslash \mathbf{D}(T)$ (points labeled by $b$ ).


Fig. 8. $f(x, y)=\alpha_{u} \cdot x+\beta_{u} \cdot y-\gamma_{u}$ is a separating function for $\mathbf{D}(T) \backslash \mathbf{D}\left(T_{1}\right)$ (points labeled by $a$ ), and $\mathbf{D}\left(T_{1}\right) \backslash \mathbf{D}(T)$ (points labeled by $b$ )


Fig. 9. $f(x, y)=\alpha_{u} \cdot x+\beta_{u} \cdot y-\gamma_{u}$ is a separating function for $\mathbf{D}(T) \backslash \mathbf{D}\left(T_{1}\right)$ (points labeled by $a$ ), and $\mathbf{D}\left(T_{1}\right) \backslash \mathbf{D}(T)$ (points labeled by $b$ ). []

## 3 On Digital Triangles

As it is mentioned, we use a digital triangle instead of a discrete triangle if the discretization is made on the integer grid, i.e., $\mathcal{S}=\mathbf{Z}^{2}$. In this section we analyze the storage complexity if the proposed characterization (coding scheme) is applied. We have the following theorem.

Theorem 3. Any digital triangle presented on the $m \times m$ integer grid can be coded by

$$
\mathcal{O}(\log m)
$$

bits. That is the asymptotic minimum.
Proof. The proof follows from the simple fact $\mu_{p, q}(D(T)) \leq(m-1)^{5}$, which implies that less than $10 \cdot \log (m-1)^{5}=\mathcal{O}(\log m)$ bits are enough for the storage of the discrete moments $\mu_{p, q}(D(T))$ under the assumptions: $p+q \leq 3$ and $D(T)$ is a digital triangle from the $(m \times m)$-integer grid.

On the other side, since any of $m^{2}$ pixels can be a discretization of a real triangle with a sufficiently small area, it follows that $\mathcal{O}(\log m)$ bits per coded digital triangle is a lower bound for the storage complexity.

Remark. An equivalent formulation of the previous theorem is: If a real triangle is presented on a digital picture of a given resolution $r$ (i.e., there are $r$ pixels per unit) then $\mathcal{O}(\log r)$ bits are sufficient for the storage.


Fig. 10. Digitalization of the triangle $T$ having the vertices $\left(\frac{\pi}{3}, \ln 3\right),(4,3)$, and $\left(\sqrt{30}, \frac{3}{2}\right)$ by applying the resolutions $r=1$ and $r=2$. The "new" points appearing in $D(T)$ after the increase of resolution are denoted by + .

Of course, this is much better than storage of all $\approx \operatorname{area}$ _of $(T) \cdot r^{2}=$ $\mathcal{O}\left(r^{2}\right)$ pixels belonging to $D(T)$, but also, it is better than the storage by using the Freeman 8 -chain code. Namely, it is straightforward that $\mathcal{O}(r)$ bits are necessary for the storage of $D(T)$ by the Freeman code of the "digital" boundary of $D(T)$. A few examples given in Table 1, confirm that. From the table, it can be seen that for a relatively small resolution $r=1$, i.e., one pixel is the measure unit (see Figure 10), the proposed code requires 76 bits (since 19 characters from the set $\{0,1,2, \ldots 9\}$ should be stored) while 18 bits (for the storage of 6 characters from $\{0,1,2, \ldots, 7\}$ ) are sufficient for Freeman coding (i.e., 8 -chain coding). The situation is changing if the resolution increase. For example, if $r=100$, i.e., there are 100 pixels per measure unit, the proposed code ( 99 characters from $\{0,1,2, \ldots 9\}$ ) requires 396 bits while the Freeman code consisting of 884 characters from $\{0,1,2, \ldots 7\}$ requires 2652 bits. If $r=500$ the amounts of bits are are 504 and 13284, for $r=1000$, they are 556 and 35432, respectively. Of course, the dominance of the new code is more obvious for higher values of $r$ and in the limit case it is in accordance with the previous asymptotic estimates.

## 4 Concluding Remarks

In this paper an efficient characterization of digital triangles is given. The described characterization is simple and asymptotically optimal with respect to the

Table 1. The triangle $T$ with vertices $\left(\frac{\pi}{3}, \ln 3\right),(4,3)$, and $\left(\sqrt{30}, \frac{3}{2}\right) \quad$ is presented on digital pictures having different resolutions. The code of $D(T)$ presented here and the size of the Freeman code of the boundary of $D(T)$ are given.
$\left.\begin{array}{lll}\hline \begin{array}{l}\text { applied the proposed code } \\ \text { resolu- } \\ \text { tion } r\end{array} \mu_{0,0}, \mu_{1,0}, \mu_{0,1}, \mu_{2,0}, \mu_{1,1}, \mu_{0,2}, \\ \mu_{3,0}, \mu_{2,1}, \mu_{1,2}, \mu_{0,3}\end{array} \quad \begin{array}{l}\text { Freeman } \\ \text { code } \\ \text { length }\end{array}\right]$
used memory space. The method can be applied to discretization of triangles on different "discretizationing" sets, as well. The corresponding discrete moments having order at most 3 are sufficient for a unique determination of the given discrete triangle.

Let us mention that the problem of efficient representation is already studied for digital straight line segments ([1], [7]), digitized circular arcs ([1]), digital ellipses ([13]), and digital polynomial segments ([12]). So, by the coding scheme proposed here a fast comparison of digital triangles and an efficient storage of them are preserved. The recognition and reconstruction problems are not studied here.

For digital $n$-gons the recognition problem is considered in the literature but only for digital squares ([2], [9]). The problem of optimal coding of digital polygons for an arbitrary $n$ seems to be difficult one even in the case of digital convex polygons. Namely, is it known ([4]) that any optimal coding is within
$\mathcal{O}\left(m^{2 / 3}\right)$ bits per coded digital convex polygon from the $m \times m$-integer grid but such a coding scheme is still unknown.

The problem of a fast computation of the discrete moments for digital triangles is omitted from the paper because a number of papers were already devoted to developing fast algorithms of moment computation for $2 D$ objects ([5], [6). Also, a general approach for moment calculation for polygons and line segments is given in 10.

## References

1. Dorst, L., Smeulders, A. W. M.: Discrete representation of straight lines. IEEE Trans. Pattern Anal. Machine Intell. 6 (1984) 450-463.
2. Forchhammer, S., Kim, C. E.: Digital squares. IEEE Trans. Pattern Anal. Machine Intell. 22 (1988) 672-674.
3. Hu, M., Visual pattern recognition by moment invariants, IRE Trans. Inf. Theory 8 (1962) 179-187.
4. Ivić, A., Koplowitz, J., Žunić, J.: On the number of digital convex polygons inscribed into an ( $m, m$ )-grid. IEEE Trans. on Information Theory. 40 (1994) 16811686.
5. Jiang, X. Y., Bunke, H.: Simple and fast computation of moments. Pattern Recognition. 24 (1991) 801-806.
6. Leu, J.-G.: Computing a shape's moments from its boundary. Pattern Recognition. 24 (1991) 949-957.
7. Lindenbaum, M., Koplowitz, J.: A new parametrization of digital straight lines. IEEE Trans. Pattern Anal. Machine Intell. 13 (1991) 847-852.
8. Mamistvalov, A. G.: n-Dimensional moment invariants and conceptual mathematical theory of recognition $n$-dimensional solids. IEEE Trans. Pattern Anal. Machine Intell. 20 (1998) 819-831.
9. Nakamura, A., Aizawa, K.: Digital squares. Computer Vision, Graphics Image Processing 49 (1990) 357-368.
10. Singer, M. H.: A general approach to moment calculation for polygons and line segments. Pattern Recognition. 26 (1993). 1019-1028.
11. Worring, M., Smeulders, A. W. M.: Digitized circular arcs: Characterization and parameter estimation. IEEE Trans. Pattern Anal. Machine Intell. 17 (1995) 587598.
12. Žunić, J., Acketa, M. D.: A general coding scheme for families of digital curve segments. Graphical Models and Image Processing 60 (1998) 437-460.
13. Z̆unić, J., Sladoje, N.: Efficiency of Characterizing Ellipses and Ellipsoids by Discrete Moments. IEEE Trans. Pattern Anal. Machine Intell. 22 (2000) 407-414.

[^0]:    * The author is also with the Mathematical institute of Serbian Academy of Sciences, Belgrade.

