
Distance-Vector QoS-Based Routing
with Three Metrics ?
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1 LIP6 – Université Pierre et Marie Curie
4, place Jussieu - 75252 - Paris Cedex 05 - France

{Luis.Costa,Serge.Fdida}@lip6.fr
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Abstract. Quality of Service (QoS) based routing provides QoS guaran-
tees to multimedia applications and an efficient utilization of the network
resources. Nevertheless, QoS routing is likely to be a costly process that
does not scale when the number of nodes increases. Thus, the routing
algorithm must be simple and a class-of-service routing is an alterna-
tive to provide QoS guarantees instead of per-flow routing. This paper
proposes and analyzes the performance of a distance-vector QoS rout-
ing algorithm that takes into account three metrics: propagation delay,
available bandwidth, and loss probability. Classes of service and metric-
combination are used to turn the algorithm scalable and as complex as a
two-metric one. The processing requirements of the proposed algorithm
and those of an optimal approach are compared and the results show an
improvement up to 50%.

1 Introduction

To facilitate the use of multimedia applications in the Internet, new character-
istics and services must be added. New classes of service should be offered to
provide better guarantees of Quality of Service (QoS). An important issue for
that purpose is the definition of a routing architecture that considers the QoS
requirements of applications. In traditional routing, packets are delivered using a
route based on their source and destination addresses while in QoS-based routing
the traffic requirements are also taken into account by the routing algorithm.

In classical routing, the number of hops is the metric used to make route
decisions. QoS-based routing is more complex because the routing decisions are
based on n metrics. Scalability is a main issue of QoS-based routing [1,2]. The
routing algorithm must be simple. Some authors consider the use of precomputed
paths to minimize the setup overhead [2,3]. Scalability also relates to the size
of routing tables, important even in traditional routing. The uncertainty of QoS
? Sponsors: UFRJ, CNPq, FAPERJ, CAPES, REENGE, and COFECUB.

G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 847–858, 2000.
c© Springer-Verlag Berlin Heidelberg 2000



848 L.H.M.K. Costa, S. Fdida, and O.C.M.B. Duarte

parameters may also affect QoS routing, e.g., in a link-state protocol the network
topology database may be out of date [4,5]. The routing algorithm may take into
account these uncertainties. Setting the period of update messages is a tradeoff
between the accuracy of QoS parameters and the protocol overhead [2,6].

QoS routing is likely to be an expensive process [2] – it should not keep
per-flow state in routers, as this approach is unscalable [7,8]. A more suitable
solution is to use per-flow state only for special flows (flows that have stringent
QoS requirements which demand a value-added service). Less demanding flows
can be satisfied with a connectionless service, where routing is done per class of
service and not per flow. In this work a class of service is defined by specific limits
on a set of QoS requirements, e.g., end-to-end delay and available bandwidth.
The application chooses the class of service that fits the best its requirements.

This paper discusses the approaches found in the literature and proposes an
algorithm for unicast route computation based on distance-vectors. The algo-
rithm is based on the SMM approach first presented in [9], where the source
routing version was proposed. This paper presents the distance-vector algorithm
(SMM-DV) and results obtained from simulation. SMM-DV was implemented
as an additional module to NS-2 (Network Simulator) [10]. The performance
analysis compares SMM-DV with an optimal algorithm for three-metric route
computation. The objective is to evaluate the processing requirements of the
proposed algorithm. The results show an improvement up to 50% for SMM-DV.

The rest of the paper is organized as follows. Sections 2 and 3 discuss the
main issues related to QoS routing. Section 4 presents our SMM-DV proposal.
The proposed approach was implemented and tested, as shown in Section 5.
Section 6 presents some final considerations.

2 Routing Model

Several routing protocols were developed for packet switched networks [11]. They
are classified in distance-vector based (DV) and link-state based (LS), and they
use variants of the Bellman-Ford and of the Dijkstra algorithm. There are two
approaches for packet forwarding: source routing and hop-by-hop routing. In the
first one, the packet header has a list of routers that must be traversed from the
source to the destination (the source chooses the route). In hop-by-hop routing,
each router chooses the next hop that a packet will follow. The routing model
impacts QoS-based routing, as discussed in the next two sections.

2.1 Source Routing Versus Hop-by-Hop Routing

Since QoS requirements are diverse, it is difficult to specify a set of requirements
that applies to most applications. Therefore source routing, which computes
forwarding paths on-demand on a per-flow basis, fits well. QoS-based source
routing can be thought as a way to implement QoS paths for specific applications
in enterprise networks. The source-routing concept is present in explicit routing
[12], which provides fixed paths to applications.
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On the other hand, hop-by-hop routing allows distributed computation, pro-
duces smaller overhead, and reduces setup delays. It is currently the most com-
mon forwarding paradigm whereas source routing is only used for specific appli-
cations. This is due also to security issues, since to setup a route at the source
one must know the entire topology. In general this information is not available,
as many organizations may not want to divulge their internal topology.

2.2 Dv versus LS Routing

In DV routing each node knows its direct neighbors and keeps a database with
the distance (hop count) to reach destinations in the network. Each node con-
structs distance-vectors and sends it to his neighbors. Routes are calculated by
examining the vectors received and choosing the shortest path. DV protocols
have problems such as slow convergence and creation of temporary forwarding
loops. Several improvements were proposed to solve these problems [11]. RIP
(Routing Information Protocol) [13] is nowadays the most used protocol in the
Internet for intra-domain routing despite the growth of OSPF (Open Shortest-
Path First) [14], a LS protocol.

In the LS model each router maintains a database with the complete network
topology where each link is associated with a state. Link-state information is
exchanged between routers. Since each node knows the entire topology, loops are
easily avoided, the routing convergence is faster than with DV protocols, and
source routing is easily implemented. However, LS protocols are inadequate for
inter-domain routing because of the scalability and security issues involved. For
inter-domain routing, protocols are currently being deployed based on variations
of the DV algorithm, such as the path-vector approach [15]. Since in the LS model
routers know the topology, it is easy to do per-flow routing [16]. On the other
hand, for DV protocols the class-of-service approach is better suited.

3 Multi-constrained Routing

Route computation constrained by multiple QoS restrictions is complex [17,18].
The algorithms may treat the metrics in different ways. The first difference
is related to the metric correlation. End-to-end transmission delay depends on
the link capacity, the reserved bandwidth, the propagation delay, the link loss
probability, and the traffic model employed. Ma and Steenkiste [17] proposed
some algorithms based on dependent metrics but defining the metric relationship
is a major problem.

Another way is to use metrics that are independent from each other. For
instance, propagation delay is independent from the available bandwidth. In this
case, the computational complexity of the algorithm is the main problem. Wang
and Crowcroft [18] showed that for certain combinations of QoS requirements
the problem is NP-complete.

This work considers independent metrics. The proposals found in the liter-
ature treat the metrics in one of three ways: individually, as an overall cost, or
by means of heuristics. The next sections discuss these approaches.
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3.1 Multiple Metrics

The complexity of the algorithm is function of the number of metrics treated
and of their composition rules. The most usual requirements are delay, jitter,
cost, packet loss probability, and bandwidth consumption. These metrics have
different composition rules. If the metric of a path is the minimum value between
all link metrics, the composition rule is concave. The additive and multiplicative
cases are straightforward. Available bandwidth is concave. Delay, jitter, and cost
are additive. The composition rule of loss probability is more complex. Let p be
a path, lp(p) the path metric, and lp(i, j) the metric associated with the link
between node i and node j. The composition rule for loss probability is given by

lp(p) = 1 − ((1 − lp(i, j)) × (1 − lp(j, k)) × ... × (1 − lp(q, r))). (1)

However, if the transmission-success probability is used instead of the loss
probability, the composition rule turns multiplicative.

Wang and Crowcroft [18] proved that finding a path subject to constraints
on n additive and m multiplicative metrics is NP-complete if n+m >= 2. Since
bandwidth is concave, pruning infeasible links may treat it. Therefore, algorithms
of reasonable complexity can only handle bandwidth and another metric.

3.2 Single Mixed Metric

Since algorithms based on a single metric are well known, a direct approach is
to map the user’s QoS requirements into a single measure and use it as metric.
Given a path p, a mathematical function proportional to the bandwidth (B(p))
and inversely proportional to the delay (D(p)) and to the loss probability (L(p))
can be defined (Equation 2). The path with the greater f(p) is the best route.

f(p) =
B(p)

D(p) × L(p)
. (2)

The single mixed metric has two problems. First, maximizing f(p) does not
guarantee each of the QoS requirements. Second, the composition rule of this
function is hard to define since the composition rules of its parameters are dif-
ferent. Nevertheless, the single mixed metric is used in many proposals [16,19].
This approach does not guarantee each QoS requirement individually, but ad-
justing the metric weights in the overall cost may increase the importance of a
particular requirement.

3.3 Heuristics

There are different heuristic proposals for QoS routing [15,20,21]. The algorithm
in [19,20] uses one metric to find a path, and then it tests if this path respects
the other QoS requirements. If not, it uses another metric as the routing decision
factor, and so on. When a feasible path is found the algorithm stops.

In general, these approaches may be based on two hypotheses. First, they may
suppose centralized routing, i.e., the router knows the entire topology [19,20].
This is true for LS routing but not for DV routing. Second, some approaches
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try to find a feasible path: this may lead to problems in hop-by-hop routing as
route decisions made by all routers must be coherent at the risk of not being
able to avoid loops. The use of feasible paths supposes some kind of connection-
oriented behavior or source routing [15,21]. These hypotheses are not valid for
hop-by-hop packet forwarding and DV routing. This paper proposes a routing
algorithm adapted to hop-by-hop routing based on distance-vectors.

4 The SMM-DV Algorithm

In a companion paper, we proposed the Single Mixed Metric (SMM) routing [9].
This proposal is a simple source-routing algorithm that finds routes subject to
three constraints: bandwidth, delay, and loss probability. The key idea is to
execute a search in the network graph to eliminate all arcs that do not meet the
bandwidth restriction and then to run a modified version of Dijkstra’s algorithm.
In this scheme, the source knows the network topology.

In this paper we propose and analyze the performance of the Single Mixed
Metric - Distance Vector (SMM-DV) algorithm for hop-by-hop routing. SMM-
DV uses a single mixed metric that combines delay and loss probability. In-
stead of loss probability, the algorithm uses the logarithm of transmission-success
probability function (slog) to avoid complex composition rules. Furthermore, we
assume that routes can not have more than 90% of loss probability, that is,
0 < |slog| < 1. As ms unit is likely to be appropriate [22] to represent delay, we
assume that delay is an integer. As a consequence, we have a simple single-metric
representation of delay and loss, where the integer part is delay and the decimal
part represents loss.

The usual approach in current hop-by-hop routing algorithms is to compute
the best path to every destination. With a single metric, the best path is easily
defined. With multiple metrics, however, the best path with optimal values for
all parameters may not exist at all.

Actually, the objective of QoS routing is not to find the optimal path, but a
feasible path. Nevertheless finding a feasible path is inadequate for distributed
route computation based on distance-vectors. Permanent loops may be formed
since routers do not know the entire topology. To avoid this, we adopted the
approach of [18]. The shortest-widest path is loopless [18]. In fact, the “shortest”
property avoids loops. This design decision guarantees the absence of loops at
the expense of not finding some feasible paths.1 In the algorithm that follows, the
bandwidth precedes the delay metric. This centralized version of the algorithm
is based on the Bellman-Ford’s algorithm for distance-vector route computation.

Let G = (N, A) be a network with N nodes and A arcs. Each arc (i, j) is
assigned two real numbers: bij is the available bandwidth and ui,j = slogi,j +di,j

is the single mixed metric, where slogi,j is the logarithmic transmission-success
probability and di,j is the propagation delay.

1 E.g., the shortest-widest route may not meet the delay constraint, while another
route with less bandwidth (although still enough) meets the delay requirement.
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When arc (i, j) is inexistent bij = 0 and uij = ∞. Given a path p =
(i, j, k, ..., q, r), the path width, w(p), is min[bij , bjk, ..., bqr] and its length is
l(p) = uij + ujk + ... + uqr. Given three constants, B the minimum bandwidth,
D the maximum delay, and P the maximum logarithmic transmission-success
probability (U = D + P is the maximum single mixed metric), the problem is
to find a path, p, between i and r such that w(p) ≥ B and l(p) ≤ U: in our case,
the shortest-widest path with three constraints.

Suppose node 1 is the source and h the number of arcs away from this node.
Let B

(h)
i and U

(h)
i be the width and the length of the shortest-widest path from

node 1 to node i within h hops. By convention, B
(h)
1 = ∞ and U

(h)
1 = 0 for all

h. Adding a length checking, when multiple widest paths are found, produces
the shortest-widest path algorithms. The SMM-DV algorithm is as follows:

Step 1: ∀i 6= 1 : h = 0 and B
(0)
i = 0

Step 2: ∀i 6= 1, find

K = {k | w(1, ..., k, i) = max1≤j≤N [min[B(h)
j , bji]] ∧ w(1, ..., k, i) ≥ B}.

Step 3: ∀i 6= 1, if #K > 1, find k ∈ K |
l(1, ..., k, i) = min1≤j≤N [U (h)

j +uji]∧l(1, ..., k, i) ≤ U∧slog(1, ..., k, i) ≤ P.

Step 4: B
(h+1)
i = w(1, ..., k, i) and U

(h+1)
i = l(1, ..., k, i).

Step 5: If h ≥ A, the algorithm stops.

If not, h = h + 1 and go to step 2.

Step 2 finds the maximum-bandwidth paths from node 1 to node i within
h hops (and tests if the bandwidth is enough). When multiple widest paths are
found, the minimum-length path is chosen (step 3). Step 3 also checks if the
chosen path has a slog value smaller than P, where slogij is the decimal part of
uij . Thus the loss probability is guaranteed without any additional search. Step
4 updates width and length of the path from node 1 to node i.

The optimal approach takes into account the metrics separately. This leads
to a similar algorithm, where step 2 chooses the widest path, step 3 chooses the
shortest path (minimum delay) and an additional step chooses the path with
minimum loss probability. This additional search turns the approach unscalable.
The optimal algorithm has two path lengths instead of one, so U

(h)
i is replaced

by D
(h)
i and Slog

(h)
i . The optimal algorithm is as follows:

Step 1: ∀i 6= 1 : h = 0 and B
(0)
i = 0

Step 2: ∀i 6= 1, find

K = {k | w(1, ..., k, i) = max1≤j≤N [min[B(h)
j , bji]] ∧ w(1, ..., k, i) ≥ B}.

Step 3: ∀i 6= 1, if #K > 1, find

Y = {y ∈ K | d(1, ..., y, i) = min1≤j≤N [D(h)
j + dji] ∧ d(1, ..., y, i) ≤ D}.

Step 4: ∀i 6= 1, if #Y > 1, find y ∈ Y |
slog(1, ..., y, i) = min1≤j≤N [Slog

(h)
j + slogji] ∧ slog(1, ..., y, i) ≤ P.

Step 5: B
(h+1)
i = w(1, ..., y, i), D

(h+1)
i = d(1, ..., y, i) and Slog

(h+1)
i

= slog(1, ..., y, i).
Step 6: If h ≥ A, the algorithm stops.

If not, h = h + 1 and go to step 2.
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The distributed version of these algorithms is simple. Each router periodically
receives distance-vectors from its neighbors and chooses the best route among
the possible options. SMM-DV takes advantage of the proposed single metric to
find the route consuming fewer steps.

5 SMM-DV Simulation

We implemented the SMM-DV algorithm in NS-2[10]. NS-2 has a dynamic im-
plementation of the Bellman-Ford routing algorithm that is the base of our work.
Our implementation consists of two new routing modules and a modified link
interface that admits three metrics: propagation delay, available bandwidth, and
packet loss probability. The packet classifier takes into account the packet type
and maps it onto three classes of service.

Table 1. Classes of Service.
QoS guarantees

CoS Delay Bandwidth Loss probability
0 10 ms 1 Mbps 0.04
1 40 ms 5 Mbps 0.04
2 40 ms 1 Mbps 0.01

Each class of service (CoS) is characterized by QoS guarantees on bandwidth,
delay, and loss probability. Within a specific class of service one requirement is
more important than the others.2 Table 1 presents the classes of service used in
our implementation. The QoS values are not based on real applications but cho-
sen to differentiate the classes of service. Each service has one strong guarantee:
delay (CoS 0), bandwidth (CoS 1), or loss probability (CoS 2).

The optimal algorithm for CoS 1 is exactly the one presented in Section 4.
Bandwidth is optimized, then delay and loss probability are minimized. The
optimal algorithm for CoS 0 is obtained by inverting the order of steps 2 and 3
(so delay is first minimized); for CoS 2 step 4 precedes step 2 (so loss probability
is first optimized).

The SMM-DV algorithm for CoS 1 is the one presented in Section 4, where
bandwidth is first optimized, then the single mixed metric is minimized. CoS
0’s algorithm first finds the paths that minimize the single mixed metric (they
also minimize delay) and among these paths it chooses the one with maximum
bandwidth. SMM-DV for CoS 2 finds the paths with minimum loss probability
(the rational part of the single mixed metric) and afterwards the widest path
among these. Delay is not minimized but the path is delay-constrained.
2 For example, an application may have a strong requirement on the end-to-end delay

but low bandwidth consumption (e.g., voice traffic). We can also imagine that for
some applications the most important is to have high bandwidth available (e.g.,
video transmission), and real-time applications that demand high reliability (e.g.,
telemedicine) for which the loss probability must be minimized.
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Our proposal was evaluated through the implementation of two protocols.
The first one (3M) uses the optimal algorithm that searches the route using the
metrics one by one. The second protocol uses the SMM-DV algorithm. SMM-DV
does not find the route with optimal values for all three metrics, as does 3M,
but finds a route constrained by the QoS requirements defined for each class of
service. Therefore the routes may be different for some source-destination pairs.

The performance metric is the time complexity [23] expressed in steps: when
a node receives routing update messages it recomputes its routes. A meter counts
the number of loops needed by the routing algorithm to compute routes. This
measure reflects the processing requirements of the algorithm. In the experiments
link failures produced routing updates.

5.1 Topologies

Several topologies were produced by the GT-ITM topology generator [24]. The
flat model was used. Nodes are placed on a plane with a grid: with a probability
p a link is put between a pair of nodes; link delay is proportional to the distance
between the nodes in this grid. The generator was modified to produce values
for link delay, bandwidth, and loss probability. These values are used just for
route computation. Physically, all links have the same bandwidth, delay, and loss
probability. The objective is to measure the algorithm complexity. We generated
topologies with 10, 15, 20, 25, 30, and 35 nodes. The parameter p was decreased
for the 35 node topology due to limitations in NS.
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Fig. 1. Two of the test topologies.

The model used does not represent well the Internet structure since it is
purely random. Nevertheless it can model one routing domain: it is the approach
used in [24], where Internet topology generation is studied. The model can give
some clues on the issues involved in the deployment of inter-domain QoS routing.
Despite its limitations, this model was useful in analyzing the complexity of the
algorithm regarding routing dynamics.

5.2 Experiments

The objective of our experiments is to measure the processing requirements of
QoS routing. This is done through the analysis of the trace files produced by the
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meter mentioned before. Each simulation lasts for 2.5 seconds. During the first
moments, all routers exchange messages that enable them to compute routes for
every destination in the network. Then, at t = 1.0s, one link goes down, it goes
up at t = 2.0s. The experiment is repeated for each link in the topology.

The Bellman-Ford algorithm has a problem of convergence: counting to in-
finity [11]. Protocol configuration limits “infinity” to a finite number (16 is usual
with RIP [13]). For metrics other than the hop-count (integer) the definition
of infinity is not so evident. Our first experiments presented problems due to
too large values of “infinity”. With slow convergence, the nodes exchange a
huge number of messages, this leads to congestion which causes routing mes-
sages losses, slower convergence and the production of more routing messages;
this leads to more congestion and so on. The choices of the infinity value and
of the metric granularity define the convergence speed. Therefore infinity was
empirically chosen: 50 for delay, 0 for bandwidth and 0.05 for loss probability.
With this approach it was possible to obtain simulations with topologies up to
25 nodes without routing-packet losses. With 30 nodes, there were some losses;
with 35 nodes, as “infinity” became short, some source-destination pairs became
unreachable. An option to setting various infinity values is to add the hop-count
metric just for counting to infinity. Metric granularity influences also link-state
QoS routing since it affects the amount of update messages produced [2,6].
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Fig. 2. Processing requirements at each node.
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5.3 Analysis
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Fig. 3. Global processing requirements.

Figure 2 shows experiments made for the ten and fifteen-node topologies
presented in Figure 1. Each graph corresponds to a specific link failure. Nodes
that have more neighbors experience a higher processing charge. Intuitively, these
nodes have more options in choosing the next hop to a destination (and receive
more routing messages than nodes with just one neighbor). This is the case of
nodes 8, 1, and 9 in the 10-node topology and of nodes 6, 7, and 12 in the
15-node topology. On the other hand, nodes that have just one neighbor have
the lightest load: 0 and 3 in Figure 1 and 5, 10, 13, and 14, as well as 1 (that
has two neighbors, but one of them is 14) in Figure 1.

The failure of link 0 1 produces a higher processing charge than that of link
6 7 in the 10-node topology (the graphs in Figure 2(a) have different scales). In
the first case the network is disconnected: node 0 becomes unreachable forcing
the other nodes to count to infinity.
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Figure 3 has one graph per topology, each one present the average processing
load (on all nodes in the topology) versus the link failure.The effect of different
link failures is observed. The higher processing requirements are observed:

– when the topology is disconnected (links 0 and 5 in the 10-node topology,
and links 3 and 17 in the 15-node topology);

– when the link failure adds to the graph diameter, slowing the routing con-
vergence (links 7 and 9 in the 10-node topology and links 1, 7, and 12 in the
15-node topology).

SMM-DV may perform worse than 3M - see, e.g., when link 5 in the 10-node
topology fails. Although SMM-DV discovers routes more quickly, it may present
a slower convergence if 3M uses the delay metric for counting to infinity and
SMM-DV uses the single mixed metric which has a finer granularity. Neverthe-
less, this is not likely to happen as our experiments showed. The global processing
requirements increase with the topology size. The advantage of SMM-DV over
3M, the optimal algorithm, is as large as 50%.

6 Conclusion

QoS routing provides better QoS guarantees to applications and improve the
network resource utilization. Nevertheless QoS routing is a costly mechanism.
Improved scalability can be achieved by class-of-service based routing.

Scalability and security issues arise in the use of link-state protocols for QoS
routing. Storing the complete network topology does not scale and knowing the
entire topology is not always the case. Therefore a distance-vector like protocol
is more adapted for QoS routing in some cases.

SMM-DV is an algorithm for distance-vector QoS routing that computes
routes per class of service taking into account three metrics. SMM-DV is as
complex as the two-metric algorithm proposed in [18]. This paper compared the
processing requirements of SMM-DV with that of an optimal algorithm, 3M.
Simulations used randomly generated topologies. The average performance gain
of SMM-DV is as large as 50%. We also observed that the network topology
influences the processing requirements of DV QoS routing. Nodes that have
more neighbors experience bigger processing charge. On the other hand, the
link failure is more critical when the network is disconnected and when the
network diameter is increased. Therefore DV QoS routing takes advantage of
highly connected networks.
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