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Abstract. We have developed an image-based human-machine interface
that tracks the surgeon’s face robustly in real-time(30Hz) and does not
require to use any body-contacted sensing devices. Based on this face
tracker we have developed a new robotic laparoscope positioning system
for solo surgery. Our system completely frees the surgeon’s hands and
feet from the laparoscope guiding task. To evaluate the performance of
the proposed system and its applicability to clinical use, an in vivo ex-
periment was carried out in which a surgeon used the system to perform
a laparoscopic cholecystectomy on a pig.

1 Introduction

In current laparoscopic surgery, a camera assistant usually holds the laparoscope
for the surgeon and positions the scope according to the surgeon’s instructions.
This method of operation is frustrating and inefficient for the surgeon because
commands are often interpreted and executed erroneously by the assistant. The
views may be suboptimal and unstable because the scope is sometimes aimed
incorrectly and vibrates due to the assistant hand trembling. The introduction
of robotic technologies –development of robotic laparoscope positioning systems
to replace the human assistant– is a major step towards the solution of this
problem and the user(surgeon)-friendly design of human-machine interface that
controls the laparoscope positioner plays an important role in this step.

Almost all the laparoscope positioning systems proposed so far only have
the human-machine interface requiring the use of the surgeon’s hand and/or
foot such as instrument-mounted buttons/joystick, foot pedal and the like[1,2,3].
This type of interface, however, seems to be sometimes uneasy to use because the
surgeon already uses his/her hands/feet to control a variety of surgical tools. To
solve this problem, several researchers have tried to introduce “voice” controller
interface based on the use of advanced voice recognition systems[4,5,6]. It seems
an effective approach because the verbal instructions are natural for human and
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the use of neither hands nor feet is required in controlling the laparoscope. How-
ever, it has originally some limitations such as reduced accuracy in positioning,
long reaction time and erratic movements in a noisy environment. We believe
that the surgeon’s head controllable laparoscope is the best solution because
nonverbal instructions such as facial gestures are more intuitive and faster than
verbal instructions(typically voice commands) and have the potential ability to
represent not only the direction of scope motion but also the motion degrees
such as velocity so that the laparoscope positioning accuracy may be improved.
Several laparoscope manipulators with the head controller interface have been
developed[7,8,9]. Such systems, however, require not only head movements but
also simultaneous control of a foot/knee switch. Furthermore, the surgeon must
wear a head-mounted sensing devices such as headband and gyro sensor, which
are stressful for surgeon.

We have developed an image-based human-machine interface that tracks the
surgeon’s face robustly in real-time(30Hz) and does not require to use any body-
contacted sensing devices. Based on this face tracker we have developed a new
robotic laparoscope positioning system for solo surgery. Our system completely
frees the surgeon’s hands and feet from the laparoscope guiding task.

2 Real-Time Face Tracking

In operation, the laparoscopic surgeon usually stands in front of the TV monitor
on which the scope image is displayed and gazes at a surgical point of interest
on the screen. Therefore, if a surveillance camera is placed just over the TV
monitor, the surgeon’s face can be observed almost all the time. However, as the
surgeon wears a gown, a cap and a mask, almost all the face features such as
mouth, nose, and hair do not appear in the surveillance image. We at first turn
our attention to the surgeon’s irises. The main reason is the following: in our
case, not only it is ensured that both left and right irises always appear in the
image but also it is easier to detect them than in the general case of face image
processing.

2.1 Iris-Based Method

Basically the iris has a low intensity and a circular shape. Thus we do not use
color image but gray-value one. The surgeon’s face image is taken by a CCD
camera and its intensity information is digitized into the memory of the host
computer through a video capturing device at a frequency of 30Hz. The video
capturing process is done in parallel to the following image processing so that the
surgeon’s irises are also detected and tracked at a rate of 30Hz. The outline of
our algorithm for detecting the surgeon’s irises and an example of the detection
process are respectively shown in Fig. 1 and Fig. 2.

First of all, based on the previous frame information two rectangle-shaped
windows(respectively for tracking the left/right irises) are set on the image. The
following processes run only within the rectangles and not the whole image. The
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Fig. 1. Iris detection algorithm

(a) input image

(c) detected edges

(b) thresholding result

(d) detected irises

Fig. 2. An example of iris detection pro-
cess

widow images are thresholded at a level, driving lower intensity pixels to 1 and
higher ones to zero. For example, see Fig. 2(a)(original) and (b) (result). (in the
latter figure, the white region indicates the extracted low-intensity pixels and the
rectangle indicates the tracking window.) The gaps are then bridged through
dilation-erosion process. After that, the resulting image is convolved with the
Laplacian edge operator so that the edge image is yielded such as Fig. 2(c).
Finally the Hough transformation technique is used to detect circular shapes as
the surgeon’s irises. This result is shown in Fig. 2(d). The circular region detected
by the Hough technique are overlaid on the original image. Fig. 3 shows ten
images taken from a tracking sequence. In addition to the tracking rectangles,
the estimates of the surgeon’s irises are marked with circular boundaries.

2.2 Marker-Based Method

The iris-based method requires “careful” selection of the thresholding/Hough
transformation parameters according to illumination conditions or individual
variations in visible size of irises(a part of them is occluded by the eyelid). To cope
with this problem, as the alternative, we also developed a marker-based method
for face tracking. The marker we use is black(for non-color image processing) and
made of low-reflectance materials, and has a long-narrow rectangle shape. It is
attached on the surgical cap in advance (see Fig. 3). The flow of marker-based
tracking process is the following: (1) the black region is at first extracted by
simple thresholding, (2) the conventional labeling algorithm is executed on the
thresholded image so that the maximal region is selected as the marker region,
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Fig. 3. Real-time tracking of the surgeon’s face (iris-based method)
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Fig. 4. Estimating the position and the pose of the surgeon’s face

(3) the centroid of the marker and its principal axis of inertia are calculated for
robust and rapid tracking at the next frame. The marker-based face tracker can
also work at a frequency of 30Hz.

2.3 Estimation of the Position and the Pose of the Surgeon’s Face

We have already assumed that a CCD camera can be placed just over the TV
monitor on which the laparoscope image is displayed. In standard laparoscopic
surgery such as laparoscopic cholecystectomy, we can also assume distance-
constant and fronto-parallel interaction, i.e., that the surgeon’s face remains
almost parallel to the TV monitor screen and the distance between the sur-
geon and the screen is almost constant during the whole interaction time. In
this case, the position and the pose of the surgeon’s face can be easily estimated
in real-time from the result of the image processing described above (see Fig. 4).
Notice that during such kind of interaction the face DOF(degrees of freedom)
are reduced from six to three –namely, a translation 2 dimensional vector (x, y)
and a rotation θ in the face plane.
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Fig. 5. Positioning the laparoscope by making face motion

3 Application to Laparoscopic Surgery

The proposed method was applied to laparoscopic cholecystectomy on a pig.

3.1 Face Gestures

At first, we worked out a method for positioning the laparoscope only by face
motion. It consists of the following three steps (see Fig. 5).

1. Make face motion to drive the laparoscope positioner
In this step, the following three consecutive face motions are required. (1) put
the position and pose of the face in standard, (2) roll the face counterclock-
wise/clockwise, (3) return the face “precisely” to the standard position/pose.
The counterclockwise rotation is selected when the surgeon wants to guide
the laparoscope for maintaining the surgical point of interest in the center
of the video frame, while the clockwise motion is made when he/she wants
to guide it for providing the required target magnification. Notice that the
surgeon cannot make these consecutive motions unconsciously.

2. Make face motion to guide the laparoscope
Once coming into the step, as shown in Fig. 5, the face motion is represented
as a vector from the standard position, and the direction and the magnitude
of the vector are respectively transformed into the direction and the velocity
of the laparoscopic motion, according to the surgeon’s requirement.
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Fig. 6. System configuration Fig. 7. In vivo experiment

3. Make face motion to stop the laparoscopic motion
In this final step, all the surgeon has to do is to roll the face. Note that this
action is very easy to make.

Notice that these gestures can be recognized based on the time sequence of the
estimated position and pose of the surgeon’s face.

3.2 Face Tracker-Based Laparoscope Positioning System

Based on the face tracker and the gesture recognizer, we have developed a novel
robotic laparoscope positioning system for solo surgery. The system configura-
tion is shown in Fig. 6. Our laparoscope positioning system mainly consists of a
CCD camera, a video capture board, a general PC(Intel Pentium III, 600MHz,
OS: Linux), a robot manipulator that holds a laparoscope, a scan converter for
superimposing some graphics on the scope image, and a foot switch (in an emer-
gency only). The core system in the PC can detect and track the surgeon’s face
features(either left/right irises or a marker) in real-time(30Hz) from a sequence
of video images taken through the CCD camera and estimates the position and
the pose of the surgeon’s face from the image processing result and then recog-
nizes the face gestures. According to the motion recognition result, the control
command is sent to the laparoscope manipulator.

3.3 Laparoscopic Cholecystectomy on a Pig

To evaluate the applicability of our system to clinical use, an in vivo experiment
was carried out in which a surgeon used the system to perform a laparoscopic
cholecystectomy on a pig (see Fig. 7). Instead of human camera assistant, the
system was applied to all of the procedure after trocar insertion. As a result, the
whole operative procedure was successfully and safely completed with our sys-
tem. No one used the emergency foot switch for shutting down the system. The
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Fig. 8. A scene in the in vivo laparoscopic cholecystectomy experiment

number of the lens cleaning was also zero. The operating time from trocar inser-
tion till the removal of the gallbladder inclusive was about 44 minutes. In this
experiment, no case has been found in which the robot obstructed the surgeon’s
work and neither particular incidents nor technical problems had occurred. Fig.
8 shows a scene of the surgeon’s facial motions in the experiment(upper part: the
scope image which the surgeon looked at, lower part: the surgeon’s face image
from the surveillance camera, each pair was taken at the same time).

The number of times in operation that the surgeon made face motions to the
system to drive the laparoscope manipulator(i.e., step 1 of Fig. 5) was 97 times,
which was broken down into 40 times for maintaining the point of interest in
the image center, 50 times for providing the required target magnification, and
7 times for being not recognized by the system. No case was found in which the
system mistook any other motion such as unintentional action of the operating
surgeon and/or another surgeon who looked at the experiment. (e.g., see Fig. 8.
In the 2nd-4th images, a surgeon was walking behind the operating surgeon.)
The number of times that the surgeon made face gestures to stop the laparoscope
motion (step 3 of Fig. 5) was 90 times and these were all recognized completely.
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We got many positive comments such as fast reaction time, high positioning
accuracy, and easy and intuitive camera guidance(for step 2 of Fig. 5), from the
surgeons who performed or looked at the experiment. The operating surgeon,
however, also made a negative comment that after the experiment he felt a little
fatigue in the cervix from a lot of rolling face motions.

4 Conclusion

We have developed a new robotic laparoscope positioning system for solo surgery
based on the real-time face tracking technique. In an in vivo experiment, our
system succeeded in freeing the surgeon’s hands and feet from the laparoscope
guiding task while achieving safety, rapid reaction, and high positioning accuracy.
Now we are studying a new method for guiding the laparoscope with the aim of
reducing not only mental stress but also “physical” one such as cervical fatigue.
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