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Abstract. Stereo correspondence is a central issue in computer vision.
The traditional approach involves extracting image features, establishing
correspondences based on photometric and geometric criteria and finally,
determine a dense disparity field by interpolation. In this context, occlu-
sions are considered as undesirable artifacts and often ignored.
The challenging problems addressed in this paper are a) finding an image
representation that facilitates (or even trivializes) the matching proce-
dure and, b) detecting and including occlusion points in such represen-
tation.
We propose a new image representation called Intrinsic Images that can
be used to solve correspondence problems within a natural and intui-
tive framework. Intrinsic images combine photometric and geometric de-
scriptors of a stereo image pair. We extend this framework to deal with
occlusions and brightness changes between two views.
We show that this new representation greatly simplifies the computation
of dense disparity maps and the synthesis of novel views of a given scene,
obtained directly from this image representation. Results are shown to
illustrate the performance of the proposed methodology, under perspec-
tive effects and in the presence of occlusions.

1 Introduction

Finding correspondences is one of central problems in stereo and motion analysis.
To perceive motion and depth, the human binocular vision uses shape and edge
segmentation and performs matching between two or more images, captured over
time. Besides, occlusions play a key role in motion and depth interpretation.

The computation of stereo correspondence has traditionally been associated
with a generic three-step procedure [4], summarized as follows:

– Selecting image features, such as edges, interest points or brightness values.
– Find corresponding features based on similarity and consistency criteria,

where similarity considers a distance between features and consistency takes
into account geometric and order constraints. This step is usually algorithmic
and requires a relative weighting between similarity and consistency.

– Compute and interpolate the disparity maps to obtain a dense field.
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An additional step consists of detecting occlusion points, where the similarity
and/or consistency criteria are not fulfilled.

Almost all methods for image correspondence follow the procedure described
above and differ only in the nature of the image features, similarity and consi-
stency criteria, search algorithms and photometric and geometric assumptions
[5,9,8] (see [4] for an overview).

We propose a method where the global stereo image information and the
similarity and consistency criteria are well defined in a common, natural and in-
tuitive framework. This approach can be used to generate a dense disparity map
(explicit reconstruction) or different views of the same scene (without explicit
reconstruction).

1.1 Motivation

One of the challenges for solving the correspondence problem is that of fin-
ding an image representation that facilitates (or even trivializes) the matching
procedure. As an example, consider two corresponding epipolar lines of the ste-
reo image pair shown in Figure 1. The simplest function we can analyse is the
brightness function f(y) and g(x) defined along each (left or right) epipolar line
— Figure 1a. This figure shows the difficulty of the matching process since the
gray level functions along both epipolar lines are geometrically deformed by the
3D structure. However, we can obtain other representations for the information
included along a scanline, as follows:

1. A commonly used representation, mainly in optical flow computation [6],
consists in the spatial derivatives of the brightness (Figure 1b). Yet the
matching process is not trivial specially for a wide baseline stereo system.

2. To search for correspondences, one could use the plot of Figure 1a and de-
termine the points with equal brightness value. However, this would only
work when the brightness is kept exactly constant and would lead to many
ambiguities, as illustrated in the figure for the gray value 240.

3. Other possible representation consists in plotting the brightness versus its
derivative [8] as shown in Figure 1c. In this case, the image points with the
same brightness and derivatives have approximately the same coordinates,
indicating a correspondence. Again, there are some ambiguous situations
(shown in the figure) and the points are coincident only if the disparity is
constant (no perspective effects) along these image lines.

These representations can be generalized considering other local descriptors
(other than brightness, position and spatial gradient) computed along two or
more corresponding scanlines. Tomasi and Manduchi [8] have proposed to repre-
sent a set of local descriptor vectors (brightness, derivative, second derivative,
etc) through a curve in a n-dimensional space, where the curve represented in
Figure 1c is a simple example. Ideally two curves computed along two correspon-
ding scanlines can be mapped (or even coincide).

However, approaches based on curves of local descriptors vectors have obvious
limitations related to rigid geometric distortion assumptions, solution ambiguity
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Fig. 1. Photometric and geometric relations of the brightness values along a
scanline captured by a stereo pair. a) Brightness values versus pixel positions;
b) Derivatives of the brightness versus pixel positions; c) Derivatives versus
brightness values.

and/or high-dimensionality search algorithms. First of all, the method is only
valid for constant and affine disparities (no perspective effects have been con-
sidered). Secondly, the curves have a difficult representation, specially if more
than two local descriptors are considered. Finally, a curve can cross itself, clearly
generating ambiguous situations.

In this paper, we develop a simple framework that overcomes the restrictive
geometric, photometric and algorithmic constraints, mentioned before. We pro-
pose to study other kind of representations, based not only on local descriptors
but also on global descriptors of the image, that we call Intrinsic Images, that
simplify the (dense) matching process and can be used to generate new views
from a stereo pair.

1.2 The Proposed Method

Our main goal consists of finding a representation with the following fundamental
features:

1. The new representation can be represented through a simple image.
2. It must encode both the photometric and geometric structure of the original

image.
3. The original images can be recovered again from this representation.
4. The disparity can be computed easily.
5. It can handle occlusion points.
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To achieve that, we propose to use both local and global descriptors of the image
in a new representation, so-called an Intrinsic Image. By using this representa-
tion, the computation of correspondences and disparity fields can be done in a
straightforward manner, and all the requirements considered above are fulfilled.

However, some assumptions have to be made. Thus, our initial effort con-
sists of defining three general and acceptable assumptions in order to produce a
correspondence framework which can be considered sufficiently reliable.

– Calibration The stereo system is weakly calibrated, which means that cor-
responding epipolar lines are known.

– Photometric Distortion Given two corresponding points x0 and y0, the
respective photometric values are related by a generic non-linear function
f(y0) = Ψ(g(x0)), where f(y0) and g(x0) represent a given photometric
measure (e.g. the brightness value). We study the cases where the photome-
tric distortion function, Ψ(g), is the identity (constant brightness) or affine
(with contrast and mean brightness differences).

– Geometric (perspective) Distortion Two corresponding profiles are re-
lated by a disparity mapping function defined by x = Φ(y), between the
two images. We assume that Φ(y) is a monotonic strictly increasing and
differentiable function.

In summary, we propose to study the intensity-based matching problem of
two corresponding epipolar lines, where the matched brightness points are ruled
by a generic model for both geometric (perspective) and photometric distortion.

Additionally, there is a set of issues that we have to remark. First of all, the
disparity mapping function Φ(y) includes important perspective and structure di-
stortions of the scene. However the related assumptions made before are uniquely
piecewise valid, considering that there are discontinuities and occlusion points
on the images. Secondly, occlusion points have to be included coherently in our
framework, by observing their position relatively to the corresponding points.
However, unless prior knowledge exists, no depth information of an occlusion
point can be recovered from two images. Finally, imposing Φ(y) to be strictly
increasing, represents an order criteria, excluding order exchanges between two
corresponding points. In fact an order exchange implies that an occlusion will
occur between the two views. Thus, we consider those points as occlusions.

1.3 Structure of the Paper

In Section 2, we consider the case of brightness constancy between the two
views, without including occlusions, and define the Intrinsic Images and their
most important properties. In Section 3, we introduce occlusions performing the
necessary transformations to the proposed method. Finally, we generalize the
method for the brightness distortion case. In the last two sections, we report
some results on disparity estimation and generation of novel views, and discuss
the general framework.
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2 Intrinsic Images

The simplest kind of matching is that of two corresponding epipolar lines derived
from two views of the same scene without occlusions. To simplify the general fra-
mework, we assume that there are no intensity changes due to viewing direction
and that the disparity mapping function, Φ(y), defined as:

x = Φ(y),
dΦ(y)

dy
> 0 (1)

verifies the order constraint and represents the unknown deformation at y to pro-
duce the corresponding point x. Assuming the brightness constancy hypothesis,
the following nonlinear model can be expressed as

f(y) = g(x) = g(Φ(y)) (2)

In order to develop a simple matching framework, we propose alternative
representations, based not only on local descriptors but also on global image
descriptors.

The simplest example of a global descriptor of a scanline is the integral of
brightness. One could associate each scanline pixel, x, to the sum of all brightn-
ess values between x = 0 and x. However, this integral would be different for
two corresponding points in the two images, due to geometric (perspective) di-
stortion.

In the remaining of this section, we will derive a new representation, based
on a different global image descriptor. Using two horizontal scanlines of the
perspective projection of the synthetic scene illustrated in Figure 1, we show
that it can deal with perspective distortion between the two images.

Let f and g be the intensity values along corresponding epipolar lines. We now
assume that both functions are differentiable, obtaining the following expression
from the equation (2):

df(y)
dy

=
dΦ(y)

dy

dg(x)
dx

∣∣∣∣
x=Φ(y)

(3)

In the absence of occlusions, we can further assume that all brightness informa-
tion is preserved between two corresponding segments ]y1 y2[ and ]x1 x2[ contai-
ned respectively in left and right images. Then, by assuming that dΦ(y)/dy > 0
(order constraint), one proves analytically that the following equality holds:

∫ y2

y1

∣∣∣∣df(y)
dy

∣∣∣∣ dy =
∫ y2

y1

dΦ(y)
dy

∣∣∣∣dg(x)
dx

∣∣∣∣
x=Φ(y)

dy =
∫ x2

x1

∣∣∣∣dg(x)
dx

∣∣∣∣ dx (4)

Now, let us define two functions α and β:

α(yi) =
∫ yi

y1

∣∣∣∣df(y)
dy

∣∣∣∣ dy β(xi) =
∫ xi

x1

∣∣∣∣dg(x)
dx

∣∣∣∣ dx (5)
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where xi > x1, yi > y1 and x1, y1 are corresponding points. Equation (4) shows
that when yi and xi are corresponding points, then α(yi) = β(xi). This means
that, associating each scanline pixel, x, to the sum of the absolute value of the
derivatives between x = 0 and x, we obtain the same values for corresponding
points, independently of arbitrary image distortion, such as perspective effects.

In the following sections we will use these functions to build photometric
and geometric image descriptors of a stereo pair. Such combined representation,
called an Intrinsic image, will later be used for disparity estimation and synthesis
of new views.

2.1 Photometric Descriptors

Using the stereo pair represented in Figure 1 as example, we can compute the
functions ml = α(y) and mr = β(x). We have shown in the previous section that
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Fig. 2. Values from functions m = α(y), m = β(x) versus the image intensities.

ml = mr, for two corresponding points. Going a step further, Figure 2 shows
the values of these functions, ml = α(y), mr = β(x), versus the image intensity
values, computed for the stereo images considered in the example. Not only
the points are coincident, but also they can be represented through an image
(putting together the various epipolar lines). One observes then a set of useful
properties:

a) α and β are both monotonic increasing functions.
b) If xi, yi are corresponding points, then α(yi) = β(xi), according to equati-

ons (4,5).
c) If α(yi) = β(xi), then f(yi) = g(xi).
d) Let ml = α(y). Every value of ml > 0 corresponds to one and only one

brightness value f(y), meaning that the function f(ml) can be defined and
represents a photometric descriptor. The same is applicable to g(x).
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These photometric descriptors, built from the stereo images, code photome-
tric information available in the two images of the stereo pair, irrespective to
perspective distortions. Hence in the absence of occlusions and under brightness
constancy they are equal for the two images. Later, in Section 3, we will show
how to use this property for occlusion detection.

When building a photometric descriptor for the image pair, we have lost
information about the spatial domain that could lead to the computation of
disparity. This aspect will be addressed in the following subsection.

2.2 Geometric Descriptors

We have seen a representation that codes all the photometric information of the
stereo image pair, f(m) and g(m), and we now need to retrieve the geometrical
information that is related to disparity.

Let us define the generalized functions y′(m) = dy/dm and x′(m) = dx/dm.
These functions, x′(m) and y′(m), are computed from images and take into
account the local geometric evolution of the brightness along the scanlines.

Hence, we can form an image x′(m) and y′(m) by putting together various
epipolar lines of an image. These descriptors convey all the necessary geometric
(disparity) information available in the image pair. Each disparity, d(xi), and
pixel value, xi, can be recovered for each value of mi, as follows:

(xi, d(xi)) =
( ∫ mi

0
x′(m)dm,

∫ mi

0
(y′(m) − x′(m))dm

)
(6)

We can generalize the definitions above for images with brightness disconti-
nuities. In order to guarantee the validity of same theory, we define df(y)/dy as
a generalized function, admitting Dirac deltas in some points (at the brightness
discontinuities). Thus, α is also discontinuous, f(m) is uniquely defined for a
restricted domain, and x′(m) is zero in non-imaging areas (it means, values of
m not represented by a brightness value).

The geometric descriptors, together with the photometric descriptors form
complete Intrinsic Images that contain both photometric and geometric infor-
mation, represented in the same coordinate system, of the stereo pair.

2.3 Definition of Intrinsic Images

In this section we will define formally the Intrinsic Images obtained from the
photometric and geometric descriptors presented in the previous sections, and
introduce some of the interesting applications of these representations.

Let k index corresponding epipolar lines of an stereo image pair. Then, the
Intrinsic Images, X (m, k) and Y(m, k) are defined as:

Y(m, k) = (f(m, k), y′(m, k)) X (m, k) = (g(m, k), x′(m, k)) (7)

where m is computed by equation (5) and (m, k) are the coordinates of the
intrinsic images. It is possible to reconstruct completely the original left and right



Intrinsic Images for Dense Stereo Matching with Occlusions 107

images based on Y(m, k), X (m, k), respectively. Figure 3 shows the photometric
and geometric components of the Intrinsic Images, computed for the stereo
image pair shown in Figure 1.
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Fig. 3. Intrinsic images. Top: photometric descriptors. Bottom: geometric de-
scriptors.

Given the properties described before, we state the following observation for
Intrinsic Images, under the brightness constancy assumption and in the absence
of occlusions:

Observation 1 — Intrinsic Images Property
If f(y, k) = g(Φ(y), k) and dΦ(y)/dy > 0 for all (y, k), then f(m, k) = g(m, k)
and the relation between x′(m, k) and y′(m, k) gives the geometric deformation
between corresponding points.

From this observation we derive an interesting property, that will allow us to
generate novel views of the observed scene, including all perspective effects.

Observation 2 — Synthesis of new Images
Assume that both cameras are parallel, related by a pure horizontal translation
T , with intrinsic images Y = (f(m, k), y′(m, k)) and X = (f(m, k), x′(m, k)).
Then, views at intermediate positions jT (where 0 ≤ j ≤ 1) have the following
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intrinsic images, Ij:

Ij(m, k) = (f(m, k), jx′(m, k) + (1 − j)y′(m, k)) (8)

Proof. Suppose that the disparity between two corresponding points xj and y
of two generic parallel cameras is given by the well known expression xj =
y + jT/Z, where Z denotes the depth of the object relatively to the cameras
and jT represents the translation between them. Derivating both terms of the
equality in relation to m, we obtain

x
′
j(m) = y′(m) + jT

dZ−1

dm
(9)

Finally, by performing a weighted average between the left and the right cameras
(j = 0 and j = 1 respectively), we obtain the same expression for x

′
j(m):

x
′
j(m) = jx′(m) + (1 − j)y′(m) = y′(m) + jT

dZ−1

dm
(10)

ut
This result provides a means of generating intermediate unobserved views

simply by averaging the geometric component of the original Intrinsic Images.
It accounts for perspective effects without an explicit computation of disparity.

We have described the essential framework for our matching approach as-
suming brightness constancy and in the absence of occlusions. We have defined
Intrinsic Images and shown how to use these images to compute disparity in a
direct way. Next, we will introduce occlusion information and, finally, relax the
brightness constancy constraint.

3 Dealing with Occlusions

In computer vision, occlusions are often considered as artifacts, undesirable in
many applications, ignored in others. However, occlusions are neither rare nor
meaningless in stereo interpretation. Anderson and Nakayama [1] have shown
that an occlusion plays an important role for the human perception of depth
and motion, and [7] describes a theoretical connection between occlusion classi-
fication and egomotion detection in computer vision.

Many algorithms have been designed to handle occlusions for multiple image
motion or disparity estimation [5,9,3]. Here, we focus on introducing occlusions
in Intrinsic Images, ensuring that there is no exceptional treatment based on
cost functions or adhoc thresholds.

An occlusion occurs when a surface is in front of an occluded region, which
can be seen by only one camera. However, unless we impose prior models to
image disparities, 3D structure or to global image features, we can detect the
existence of a local occlusion based on photometric information. We will show
how to include occlusion information in Intrinsic Images, based on the theory
developed in the last section.
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First of all, even in the presence of occlusion points, an intrinsic image can
be defined as before. However, the Intrinsic Images Property stated in Obser-
vation 1, is not verified because its sufficient condition is not verified. In fact,
the condition f(y, k) = g(Φ(y), k) is only piecewise valid (along corresponding
profiles), but it is not valid in general, namely in occlusion points.

It is worth noticing important differences between the usual cartesian images
and the associated photometric descriptor of the intrinsic images, in a stereo
pair. While the intrinsic images will only differ in the presence of occlusions,
cartesian images differ both by perspective effects and occlusions. This means
that, in order to detect occlusions or, equivalently, photometric dissimilarities,
we can rely on the photometric descriptors of the intrinsic images, where the
geometric distortions have been removed.

Therefore, we propose to define global image descriptors similar to those
discussed previously. Consider

ml = α(yi) =
∫ yi

y1

∣∣∣∣df(y)
dy

∣∣∣∣ dy mr = β(xi) =
∫ xi

x1

∣∣∣∣dg(x)
dx

∣∣∣∣ dx (11)

computed on corresponding epipolar lines of the left and right cameras, where
x1 and y1 are the respective initial (and not necessarily corresponding) points.

In the previous section, we have shown that in the absence of occlusions,
ml = mr for corresponding points, greatly simplifying the matching procedure.
In the presence of occlusions, the matching is not that trivial, but ml and mr

can still be related by a simple function. Let ml and mr be parameterized by t
as follows:

ml = r(t) mr = s(t) (12)

The curve produced by these functions can yield uniquely three forms:

1. Horizontal inclination (dr(t)/dt = 1; ds(t)/dt = 0): there exists a region in
the left camera, that is occluded in the right camera.

2. Vertical inclination (dr(t)/dt = 0; ds(t)/dt = 1): there exists a region in the
right camera, that is occluded in the left camera.

3. Unitary inclination (dr(t)/dt = 1; ds(t)/dt = 1): both profiles match (no
occlusions).

Figure 4 shows examples of two (ml, mr) matching scenarios with and without
occlusions.

Hence, the problem to solve is that of determining the mapping curve from
ml to mr, which can be done through several approaches. Fortunately, there is
a low cost algorithm that solves it optimally, in the discrete domain.

Assume that we have two sequences F = {f(ml1), f(ml2), ..., f(mlp)} and
G = {g(mr1), g(mr2), ..., g(mrq)} given by the photometric information along
corresponding epipolar lines of the left and right intrinsic images. The corre-
sponding points constitute a common subsequence of both F and G. Moreover,
finding the set of all corresponding points corresponds to finding the maximum-
length common subsequence of F and G. This problem consists in the well known
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Fig. 4. Matching scenarios without (left) and with occlusions (right).

longest-common-subsequence (LCS) problem [2], which can be solved efficiently
using dynamic programming.

Notice that an LCS solution for our problem implies two things: (1) the cor-
responding points obey to the order constraint; (2) an order exchange represents
existence of occlusions. These two implications can produce some ambiguity si-
tuations. However, such cases correspond mostly to perceptual ambiguities only
solved with prior knowledge about the scene.

After finding an LCS solution, or, equivalently, the curve that matches ml

and mr, we can change the definition of the Intrinsic Images in order to maintain
the theory described in last section.

Observation 3 — Intrinsic Images Property with occlusions
Given two stereo images, if f(y, k) = g(Φ(y), k) and dΦ(y)/dy > 0 for almost
all (y, k) (except for occlusions points), then it is possible to determine a pair
of intrinsic images Ỹ(t, k) and X̃ (t, k).

Ỹ(t, k) = (f̃(t, k), ỹ′(t, k)) X̃ (t, k) = (g̃(t, k), x̃′(t, k)) (13)

where f̃(t, k) = g̃(t, k) and the relation between x̃′(t, k) and ỹ′(t, k) gives the
geometric deformation between corresponding and occlusion points of the stereo
images. Knowing the functions r(t) and s(t) of equation (12), these new int-
rinsic images are found based on the original intrinsic images (as presented in
Section 2), by performing the following transformation:

(f̃(t, k), ỹ′(t, k)) =
{

(f(r(t), k), y′(r(t), k)) if dr(t)/dt = 1
(g(s(t), k), 0) if dr(t)/dt = 0

(g̃(t, k), x̃′(t, k)) =
{

(g(s(t), k), x′(s(t), k)), if ds(t)/dt = 1
(f(r(t), k), 0) if ds(t)/dt = 0 (14)

This observation has two important implications. First, by computing the
functions r and s as a solution of the LCS problem, we can derive a coherent
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framework which permits to compute disparities or generate new views as defi-
ned in last section. Secondly, the generated intermediate views exhibit consistent
information in occlusion areas. However, it does not imply that this information
is consistent with the real 3D structure of the occluded points (given the impos-
sibility to recover that structure).

4 Photometric Distortion

So far we have considered the hypothesis of brightness constancy. In a real stereo
system, however, the brightness can change due to viewing direction or different
specifications of the cameras. A convenient model to account for photometric
distortion is the following:

f(y) = a · g(Φ(y)) + b, a > 0 (15)

This model represents an affine transformation, where a and b are the diffe-
rence in contrast and brightness between the two images. Some authors prefer
to estimate a priori the affine parameters [4], before applying the correspondence
procedure. This can be performed by analyzing the global intensity function and
its derivatives. However, it would be constructive to study the geometric influ-
ence of the affine distortion on the intrinsic image structure.

Considering the brightness distortion in Equation (15), the effect of bias, b,
can be eliminated by preprocessing both signals with a zero-mean filter. Thus,
we assume that the contrast different term a is the dominant term.

By assuming that f(y) = a · g(Φ(y)) and applying equations (4), a simple
relation between the horizontal axis of the intrinsic images is found: ml = a ·mr.
This means that the photometric information along the scanlines of the left
intrinsic image is scaled along the horizontal axis and in amplitude (the intensity
values), by a, with respect to the right intrinsic image. Thus, the geometric
deformation induced by the brightness distortion in the intrinsic images, is ruled
by the following equality:

f(ml)
ml

=
g(mr)
mr

(16)

We could apply directly to the intrinsic images a correspondence procedure
by using the equation (16). Nevertheless this implies some search effort.

Another solution to overcome this problem consist of transforming the brightn-
ess function by a simple function which exhibits some invariant properties related
to linear distortions. The logarithm function is a good candidate. In fact, when
y and x are corresponding points, we have:

d log |f(y)|
dy

=
dΦ(y)

dy

d log |g(x)|
dx

(17)

defined wherever f(y) and g(x) are different of zero. Applying this relation to
equation (4), one can conclude that it is still possible to define coherent photo-
metric and geometric descriptors, since ml = mr (in absence of occlusions). This
means that, in general, the intrinsic image theory remains applicable.
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5 Results

Along the paper, we have used a simple synthetic stereo pair in order to illust-
rate the various steps of our approach. By using the intrinsic images shown in
Figure 3, we have used Equation (6) to compute a dense disparity map, shown
in Figure 5, without requiring any search algorithms. We applied the same me-
thodology to another stereo pair, from the baseball sequence, and computed the
respective disparity map, shown in Figure 5.
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Fig. 5. Disparity map determined directly from the Intrinsic Images. On the
left: Disparity map of the synthetic pair; On the center: Left image of a stereo
pair from the baseball sequence; On the right: the associated disparity map.

In Figures 6a, we show results obtained with the Synthetic Images, “flower
garden” and “trees” sequences. Except in the synthetic case, a significant amount
of occlusions are present. We have applied the proposed method, based on the
Intrinsic Images to synthesize new views from the original left and right stereo
images. The occluded regions move coherently in the sequences. The perceptual
quality of the reconstructed images is comparable with that of the original ones.
Notice that in the “trees” sequence there is an area, roughly on the center of
the image, where some occlusions associated to order exchanges create erroneous
solutions for the synthesis of that area. This can only be solved introducing more
images of the sequence or with prior knowledge about the scene. To illustrate
the ability of the method to cope with occlusions, Figure 6b shows the recovered
views on a detail of the images (see little square in the respective sequence), with
a strong discontinuity in the depth. As expected, the occluded points disappear
coherently behind the tree, without any smoothing.

These examples illustrate how Intrinsic Images deal with perspective effects
and occlusions, generating dense disparity fields and novel views from an original
stereo pair.

6 Conclusions

We have proposed a new image representation - Intrinsic Image which allows for
solving the intensity-based matching problem under a realistic set of assumpti-
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Fig. 6. a) Synthesis of intermediate views for the synthetic images (left), the
Flower Garden Sequence (center) and for the Tree Sequence (right). b) The
evolution of a detail of the Tree Sequence (see little square in the respective
sequence) with occlusions.
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ons. The concept of intrinsic images is a useful way to approach the problem of
stereo vision, and leads to a straightforward computation of disparity and new
views.

Intrinsic Images of a stereo pair give exactly the complete photometric and
geometric structure of the 3D scene, independently of the observed geometric
(perspective) distortion. Secondly, the occlusions are introduced naturally in
this framework, which means that we apply a consistent interpretation to the
occluded points.

An Intrinsic Image is composed by a photometric and a geometric descriptor,
which contain all the necessary information to reconstruct directly the original
images, disparity values and other views of the same scene. We have presented
some results with real stereo images. The method is very robust to the existence
of occlusions and reveals high performance in multi-view synthesis.

This approach is a powerful tool to cope not only with a stereo pair of images
but also with a sequence of images, both in the discrete and continuous sense. In
the future, we plan to study the potentialities of this approach applied to a larger
number of images, namely in dense optical flow computation and egomotion
estimation. We plan also to develop an automatic occlusion characterization
based on a large number of images of same scene, in order to facilitate the
creation of the associated intrinsic images with occlusion information.
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