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Abstract. This research is to design a collection of effective collective opera-
tions for the Grid scale network environment. In the Grid, several network fea-
tures should be specified and adapted into the algorithmic design of collective
operations. For this, we characterize the Grid and design hierarchical latency
optimal tree algorithm for the MPI (message passing interface) library. The ex-
perimental results show that performance gain in performing collective opera-
tions can be achieved by around 160% compared with MPICH-G2 which is
based on the flat algorithm.

1   Introduction

As the computational Grid [7, 8] is emerging, a lot of existing computational ap-
proaches are gradually changed into a new paradigm to utilize ultimately unlimited
resource as a single entity. However, it’s difficult to design reliable applications to be
performed effectively in Grid environments. The difficulty is mainly caused by archi-
tectural features of the Grid that is configured with a large number of heterogeneous
and wide area networks. In such environments, many researchers attempt to improve
collective communication methods because application performance is not affected
significantly by the core services of middleware but by programming and communi-
cation libraries, where collective communication methods are the central part of these
libraries for efficient parallel programming environment.

Previously, a number of collective operations have been designed and implemented
to be adapted and optimized for each computing environment, but not for the Grid
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scale network. This research is to design effective collective operations for the Grid
scale network environment. Specifically, several features from the Grid scale net-
works are specified and adapted into the algorithmic design of collective operations.
To accomplish this goal, we designed a hierarchical latency optimal tree (HLOT)
algorithm and implemented the MPI library, called MPICH-GX, by using multi-level
network topology and network weather service (NWS) [12]. The proposed MPI li-
brary, MPICH-GX, shows the performance gain by around 160% when performing
collective operations under our Grid testbed which comprise 8 clusters.

In Section 2, we introduce general concept of collective operations. In Section 3,
we describe our advanced collective communication algorithm and implementation in
detail. Section 4 shows several results of our implementation. Finally, we present the
conclusions of the research in Section 5.

2   Background and Related Work

Previous MPI related studies [1,2,3,6,10,11] show that significant performance can be
achieved by improving communication capability in Grid environments, especially by
considering collective operations.  In designing the collective operations, the key fac-
tors are to maximize the parallelism and to minimize communication cost.  Based on
these factors, several algorithms had been designed but these are classified into three
major groups. The first group is based on binomial tree algorithm and it is focused on
the parallelism of communication stages. Second one is based on minimum spanning
tree (MST). They attempt to minimize communication cost by selecting the fastest
link.  Third one is based on the flat tree. These are methods to have reflected charac-
teristics of wide area links and to maximize the overlapping of communication when
used postal (non-blocking) model. In general, binomial tree had been chosen as an
optimal algorithm when collective communication primitives were designed under
MPI programming environment [9]. However, the work in [1] showed that the flat tree
could provide better performance at the WAN level, because, in the flat tree, commu-
nications do not go through the WAN link more than once. Based on this wide area
communication concept, flat tree algorithm was regarded as an optimal algorithm in
collective communication primitives in WAN. [1,3,10]

Along with the progress of these communication algorithms, there was also signifi-
cant progress in the implementation of MPI collective operations. MagPIe [2] com-
munication library and MPICH-G2 [12] Grid-enabled library are the representatives of
this research field. They implemented actual MPI library by adding the multi level
communication on the previously studied algorithms that can reflect the network fea-
tures. In the MagPIe system, they divide processes into two levels, i.e., WAN and
LAN levels, and each process at WAN level becomes a coordinator or a sub-root
manager. When any collective operation like MPI_Bcast starts, the root node sends the
messages to the coordinators at the WAN level and each coordinator sends them to its
slave nodes within its own cluster located at the LAN level. As mentioned before, the
flat tree algorithm is used at the WAN level and the binomial tree algorithm is used at
LAN level [3]. In the MPICH-G2, communication is divided into four levels, i.e.,
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WAN, LAN, intraTCP, and vendorMPI. Also flat-tree algorithm is applied to the
WAN level and the binomial tree to other levels. In such WAN environments, a sort of
layered topology is chosen and communications are performed based on the order of
levels [6].

However, there are still important problems to optimize collective operations in the
Grids, because the Grid environments are basically constructed as heterogeneous net-
works with different performance ranges so that it is rather different from general
wide area networks. So, it is inadequate if we define the characteristics of Grid Scale
WAN as a uniform entity and apply a simple flat-tree algorithm. Thus a more adaptive
algorithm is designed and implemented in this work.

3   Designing an Efficient Algorithm in Grid

3.1   Characterizing the Grid Scale Network

In designing the collective communication primitives, one of the most important fea-
tures is to reflect the status of network environments under which message passing
programs are performed.  In early stage, binomial tree was regarded as one of the most
suitable algorithms because MPI execution environments are implicitly considered as
parallel machine and/or supercomputer environments that are configured with ex-
tremely high speed internal communication links. However, execution environment
for the Grid scale network is extended to the workstation pools and also widely dis-
tributed clusters that are linked via external networks including the Internet. Thus,
several major features for the Grid network should be clarified to be reflected to the
design of collective communications.

The characteristics of grid network originates from the fact that all resources are
geometrically distributed, and the following features of Grid network should be con-
sidered for designing the collective communication algorithm.

1. Network status can be changed radically and dynamically
2. Latency is the most considerable parameter and not fixed as constant

The first characteristic is due to the nature of distributed resources. The Grid com-
prise of the various heterogeneous networks including the Internet allowed to the mass
of the people. Therefore status of the networks can be changed dynamically according
to various factors such as the network traffic. We can easily experience a terrible net-
work delay in the daytime when a lot of people are connected in networks. It shows
implicitly the need of the intelligent communication algorithm which considers dy-
namic network status.

Second one also can be derived from the dynamic states of the network. When
transferring a message from one point to another, the total communication time in-
cludes the overhead, gap, and latency [4]. The overhead can be defined as the length
of time that a processor in engaged in the transmission or reception of each message.
The gap is defined as the minimum time interval between consecutive message trans-
missions at a processor. Finally, the latency is incurred in communicating a message
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containing a word from its source module to its target module, which includes the
RTT (Round Trip Time), propagation delay, routing and so on. Among them, the
overhead is extremely smaller than other parameters in wide area networks, so that it
can be eliminated. The gap is relatively considerable. If the message size is increased,
the gap is increased too because of the limitation of bandwidth.  However, considering
the parallel programming which comprises of only the fixed data array transmission,
and not include huge data transmissions like FTP, the gap can be fixed as a relatively
small constant. Thus, the most dynamic parameter is the latency and total communi-
cation delay is dominated by the latency.  Surely, if we can obtain a more generalized
parameter like ideal communication cost which covers all factors completely, it will
be more useful. But, it also can be a naïve method which cannot be implemented.

An example shown in Figure 1 and 2 shows how the HLOT and other algorithms
are performed to utilize these characteristics. Consider a case that a set of clusters is
located at geometrically distributed sites as shown in Figure 1. The right side table
shows the communication cost. In such an environment, if we attempt to broadcast
messages by using such well-known algorithms, different results can be obtained as in
Figure 2.
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Fig. 1. Latency matrix of virtual organizations in Grid scale network.
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Each algorithm has its own unique characteristics and advantage, but the proposed
HLOT (Hierarchical Latency Optimal Tree) algorithm shows the most effective per-
formance in extremely wide area network such as the Grid. We will explain about this
HLOT algorithm in more detail in the next section. First candidate is a binomial tree
algorithm. We already mentioned that it is focused on minimizing the number of
send/receive stages. But, in Grid network, overhead is extremely small so that all
transmissions from one node can be treated as just one stage using non-blocking send.
Therefore, the merit of binomial tree cannot be effective in this case. As shown in
Figure 2, the binomial tree includes a path connected by A, E, G, and H, which takes
1420 time units. The second one is a minimum spanning tree (MST) algorithm which
selects only the lowest latency link one by one. It can be latency optimal in Grid net-
work but such a long, inefficient path can be occurred. In Figure 2, a long path of A,
H, G, F, and E is determined for broadcasting so that overall communication time can
be 1150. To improve the efficiency of MST, that path should be removed. The third
one is a flat tree algorithm which can maximize the merit of non-blocking send. It can
broadcast in only one stage by sending all messages from the root to others. But, if
there are one or more high latency links from root, its performance can be degraded
significantly. Thus, long latency occurred between A and G, but flat tree algorithm
can’t avoid that link. Finally, the proposed HLOT algorithm can complement those
disadvantages of other algorithms. Basically, the root node is in charge of transferring
messages and communication links with long latencies from the root node are elimi-
nated. In Figure 2, the HLOT shows 600 time units as the lowest communication path
for broadcasting message.

3.2 Hierarchical Latency-Optimal Tree (HLOT) Algorithm

In this section, we will present the detailed design specification and analysis of the
HLOT algorithm. The HLOT algorithm is based on Prim’s algorithm and created by
adapting additional two principles basically. The first one is the latency-optimal fea-
ture. Namely the algorithm is based on the latency information as an important feature
rather than considering any other parameters in the Grid environment. Thus communi-
cation links consisting of an optimal latency are selected. The next important feature is
to consider direct links first. For the collective operations, using direct links from the
root node can be effective due to the characteristics of wide area network. The basic
algorithm is shown in Figure 3.

The HLOT algorithm is designed by taking advantage of structural merits of the flat
tree and the minimal spanning tree. Especially, the HLOT can provide the effect of
non-blocking send operations as in the flat tree, but it also can avoid some high latency
links by selecting latency optimal links. Performance evaluation of the HLOT algo-
rithm is appeared in Section 5, but we first analyze the algorithm via LogP model [4]
that is commonly used as a performance model for message passing system. LogP is a
modeling technique using four parameters such as latency, overhead, gap, and proces-
sors. The time to broadcast can be described as following LogP model.
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Variables :
     Y : a set of selected nodes,                     V : an universal set of nodes      

W[][] : 2-dimensional latency array,       e(c,n): the edge  from c to n
D[n] : the sum of latencies for the selected path from the root to node n

Output :
F : a set of selected edges,

Algorithm steps :
      F = Ø ;
      Y = { root };
     while (V-Y  • Ø ) {     // repeat until finding the path to all nodes
            choose fastest link e(c,n);  // (c is an element of Y and n is one of V-Y)
            if( D[n] is higher than W[0][n] )
                         continue;            //  try again
            add c to Y;
            add e(c,n) to F;     

   Update D[n] }

Fig. 3. HLOT algorithm.

First, TB that is the total time to broadcast a particular message can be expressed by
selecting maximum value of completion times required for all processes participating
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where j is the parent’s index of the i-th process, TPj is the delivery time from the root
to j, c is the number of child nodes of j, and TSO, TG, TRO are the time of sending over-
head, gap, and receiving overhead in order. That is, the time to receive a message from
the i-th process can be obtained as the summation of the time delivered to the parent
and the time to be transferred from the parent. In the case of flat tree algorithm, Tpj

becomes zero all the time because the root node is the parents to all the processes.
Also Lji becomes L0i as the latency directly from the root from the i-th process. As
mentioned, the overhead involved in message transfer is extremely smaller than the
completion time in Grid environments. Assume fixed size data transfer, gap and over-
head parameters can be eliminated.  Thus the broadcasting time TB can be represented
as:

Flat Tree: }{ 0iB LMaxT = (3)

Others: }{ jijB LLMaxT += (4)
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where Lj is the sum of latency in paths form 0 to j. The biggest value of latency from
the root to all processes (L0i ) influence the whole performance in flat tree algorithm.
But, in others such as MST and HLOT, the biggest value in sum of the latency paths
coming to the parent (Lj ) and the latency from the parent to child (Lji) influence whole
performance. In designing the HLOT algorithm, we assume that a link is selected
when the sum of Lj  and Lji  is smaller than that of L0i, so that HLOT algorithm is faster
than flat tree always. But, it is not always true in other algorithms such as MST, bino-
mial, and so on. On the contrary, by the use of several long distance links, perform-
ance becomes worse than that of flat tree.

3.3   Implementation

In general, some restrictions exist to design and implement the proposed algorithm as
the collective communication primitives in the MPI library. HLOT algorithm also
meets two important restrictions for implementation. The first one is how to collect
latency information. The overhead to measure the latency of all nodes occurs neces-
sarily. Therefore, we need a mechanism to measure the correct latency and not to
countervail the efficiency of the HLOT algorithm. The second one is the overhead of
HLOT algorithm itself. The process of finding an optimal latency path is based on the
greedy approach. The HLOT algorithm show more than O(n2 log n) complexity. Thus,
a policy to determine the status of nodes required for the HLOT algorithm is required.
Two techniques, the NWS (Network Weather Service) [12] and the multi-level com-
munication mechanism [6] are chosen for this goal.

The NWS is a component that can supply network state between linked nodes. The
NWS also provides APIs (Application Programming Interface) so that users can pro-
gram with NWS directly. To collect latency information, these APIs are modified into
the MPI Library. Until now, we utilize latency information of one specific point, but
can utilize to compose topology by intelligence using continuous statistical data and
prediction.

Multi-level communication is a method that can improve the performance by sepa-
rating the given network into several layers according to its characteristics. It can
select the suitable algorithms for each layer. We also leverage the concept of  multi-
level communication by adapting our algorithms into MPI library efficiently.

MPICH-G2 that is widely used as the Grid-enabled MPI library divides the network
into four layers. But the Grid implicitly means the use of extremely distributed com-
puting and network resources, and four-level topology is a very restrictive communi-
cation architecture. Also, other three levels except the WAN level include only local
area without considering the WAN level. Consequently, the WAN level should be
classified into more levels to cope with the various network environments in Grids.
Therefore we divide the WAN into two levels, called as light-WAN and heavy-WAN,
and use the flat tree algorithm to the light-WAN level which includes relatively stable
and uniform links and apply the HLOT algorithm to the heavy-WAN level which
includes various heterogeneous links with four characteristics mentioned in Section 3.
A user can divide these levels by using explicit parameters in the RSL file or it can be
performed automatically by using latency information obtained by NWS. Figure 4
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shows an example of abstract diagram constructed by the five-level topology with
HLOT algorithm. In Figure 4, the root process broadcasts a message to sub-root by
using HLOT. Thus a heavy latency link can be avoided in heavy-WAN, drawn as the
dotted line.

Fig. 4. Multi-level communication with HLOT algorithm.

4   Experimental Result

To evaluate the impact of our HLOT algorithm and its MPI implementation, we will
show the experimental results in a practical Grid environment. Our testbed consists of
8 clusters of 1GHz/512MB Pentium machines connected by general purpose Internet
and located at 4 distributed organizations – Yonsei, Ajou, KUT and KISTI. Our
workload comprises a simple MPI_Bcast using 2 byte message size which is a repre-
sentative collective operation in MPI Libraries, and it can clearly show the behavior of
implemented MPI system. There are several accurate measurement techniques, but we
execute a program by once for each sample to make the most independent events. It
can avoid pipelining effects absolutely. To obtain 99% confidence, we observe the 130
samples which are shown in Figure 5. In this figure, the dotted line means the samples
of MPICH-G2 which uses the 4 level topology and flat algorithm and the solid line
means the samples of MPICH-GX (eXtension) which uses the extended 5 level topol-
ogy and the HLOT algorithm.
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Fig. 5. Observed samples of  MPI_Bcast
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Fig. 6. (a) Approximate visual test between the HLOT (GX) and the flat tree (G2).
(b) Average completion time of MPI_Bcast in different clusters

We repeated the same experiments by using different numbers of clusters, proc-
esses, and message sizes. As shown in Figure 6 (b), if the number of clusters is in-
creased, performance gain increases more significantly because a lot of high latency
links are involved. In the 8 cluster system with 32 processes, we can obtain the maxi-
mum rate of improvement. In Figure 7, if the size of messages becomes bigger, per-
formance improvement becomes a little larger because the disadvantage caused by
using high latency link is dependant on the message size. Message size can affect
other parameters like gap. But, we are focused on the latency parameter because la-
tency is the most effective parameter as we mentioned in Section 3. The relation be-
tween message size and other parameters is described in [2] by detail.
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5   Conclusion

The goal of this research is to improve the performance of collective communication
method in the Grid scale networks. Current various programming libraries attempt to
optimize the communication performance, but they still don’t consider the various
characteristics of the Grid network. So, we design the HLOT algorithm which is based
on the features of Grid aggressively and implement the MPI library, MPICH-GX by
using the proposed algorithm with two methods, i.e., multi level topology and network
weather service. Thus the performance improvement can be achieved by around 160%
compared with MPICH-G2 in our testbed which is distributed in 4 locations and com-
prise 8 clusters. Here, the basic concept of wide area collective communications based
on the flat tree should be changed by considering the various network characteristics.
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