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Abstract. This paper addresses the security and efficiency issues of the
Mix-net based on permutation networks introduced in [1]. We first show
that the original construction results in a Mix-net that yields biased
permutation, so it gives some advantage to adversaries. A simple repair
is provided. We then observe that one of the original schemes can be
improved so that the servers and verifier enjoy more efficient computation
and communication.

1 Introduction

Secure networks will need to provide data integrity and authenticity, and ex-
isting networks like the Internet are pursuing these goals. In some applications,
however, sending data in an anonymous way plays a central role. Anonymous
voting, payments, or donations are typical examples of applications that con-
cern user’s privacy. Mix-net is a cryptographic technique that offers anonymity
over non-anonymous, i.e., traceable networks; it hides the source of a message
by mixing it with other message sources.

Since the notion of Mix-net was introduced by Chaum [3], much work has
been done on providing more secure, efficient and widely applicable schemes
[15,19,13,2,8,9,1,10,14]. Some of them are cryptoanalyzed and plausibly fixed
[17,11,18,16,6,12].

In [1], Abe introduced an efficient construction of robust and publicly ver-
ifiable Mix-nets based on permutation networks. Since the resulting schemes
provide O(tN logN) efficiency for N inputs and t tolerable corrupt mix-servers,
they suit a small to moderate number of inputs. Those schemes are considered
to be the most efficient ones that provide robustness and public verifiability.

This paper addresses the security and efficiency issues of the schemes in
[1]. We first show that the construction results in a Mix-net that yields biased
permutation, so an adversary can have more advantage in violating anonymity
than random guessing. We provide a sure and simple solution that achieves
uniform distribution over all permutations. We then observe that one of the
original schemes can be improved so that the servers and a verifier enjoy more
efficient computation and communication.
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Fig. 1. Settings of a switching gate.

Fig. 2. PN(8) with PN(4) Fig. 3. PN(8) after decomposing PN(4)

2 Review

We begin by reviewing the Benes permutation network [20]. Consider a switch
that transposes two input signals according to a binary control signal as illus-
trated in Fig 1. The Benes permutation network is a network of such switches. It
yields arbitrary permutation of the inputs by setting the switches. For N inputs,
which is restricted to be a power of 2, N log2 N − N + 1 switches are necessary
and sufficient to produce arbitrary permutation. Fig. 2 and 3 illustrate recursive
construction of the Benes permutation network for 8 inputs, denoted by PN(8).
Boxes represent switching gates, and the dotted ones indicate fixed gates that
simply output the inputs.

Next we review the Mix-net in [1], which they call MiP-1. It consists of m
servers. Up to t(< m/2) of them can be malicious and colluding. Let p, q be
primes. Let g be an element of Z∗

p that generates a prime subgroup of order
q denoted by 〈g〉. Let x be the decryption key of the Mix-net and y(= gx) be
the corresponding public key (all arithmetic operations in this paper are done
in Zp unless otherwise noted). The input to the Mix-net is a list of N ElGamal
ciphertexts encrypted with y. An ElGamal ciphertext of message msg ∈ 〈g〉 is
a pair (M,G) computed as (M,G) = (msg · ys, gs) where s ∈R Zq. The servers
logically simulate a series of t+1 permutation networks that take N ciphertexts
as inputs. Let ξ denote the total number of columns in t + 1 PN(N)’s. That is,
ξ = (t+1)(2 log2 N+1). Each server is assigned some (or all) columns of switches
in a permutation network in such a way that m servers are assigned ξ columns
in total. Let y1, . . . , yξ be shares of y such that y =

∏ξ
i=1 yi. Let xi be private

key for yi, i.e. yi = gxi . The server that is in charge of the i-th column privately
holds xi. For the sake of robustness, xi is shared among all servers by using t+1
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threshold secret sharing. Let ŷj denote
∏ξ

i=j+1 yi. (Let ŷ0 = y and ŷξ = 1.) At
each switching gate in the j-th column, each input ciphertext (M,G) is partially
decrypted and randomized as

(M ′, G′) = (MG−xj ŷr
j , Ggr)

for r ∈U Zq, and output according to the randomly selected setting of the
switch. (For all fixed gates and the switching gates in the ξ-th column, let
(M ′, G′) = (MG−xj , G).) A zero-knowledge proof is then used to prove that
the the outputs are correct. The proof can be done efficiently by using Chaum-
Pedersen technique [4] combined with the OR-proof technique of [5]. Observe
that (M ′, G′) is an ElGamal ciphertext for public key ŷj . Accordingly, the out-
puts from the last column, which are M ′ = MG−xξ , are the plaintexts that
correspond to the input ciphertexts.

This scheme provides O(tN logN) efficiency and is known to best suit small
numbers of inputs as the previous robust verifiable schemes, e.g., [19,13] require
O(mNκ) for error probability 2−κ.

It was proven in [1] that, under the decision Diffie-Hellman assumption, any
poly-time adversary can guess the setting of each switch with probability only
negligibly better than 1/2 since ElGamal encryption is indistinguishable and the
proof is zero-knowledge with regard to switch setting. Hence, it was claimed that
the scheme provides anonymity.

3 Security Issue

3.1 Biased Permutations

We show that randomly selecting each control signal results in a biased permu-
tation even if all servers behave correctly. Let η be the number of switching gates
in PN(N), that is η = N log2 N − N + 1. Observe that N ! < 2η holds for N > 2.
So there are 2η − N ! permutations that have two or more different representa-
tions (switch settings). Accordingly, permutations with multiple representations
are more likely to be generated than those with single representations if control
signals are randomly set.

Indeed, the bias is even worse. Let ζN be the number of representations of
PN(N) for the identity permutation, which straightforwardly outputs the inputs.
The identity permutation is clearly produced when b = 0 for all switching gates.
Observe that the identity permutation can also be obtained by setting b = 1 for
two gates located in the same row of the leftmost and rightmost columns such as
gate 2 and 5 in Figure 2. Since there are N/2 − 1 such pairs of gates in PN(N),
we have

ζN = ζN/2
2 · 2N/2−1. (1)

¿From the above recursive formula and the fact that ζ2 = 1, we obtain

ζN = 2(N/2) log2(N/2)−N/2+1. (2)
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Furthermore, as we will discuss in Section 3.2, there exist permutations that have
only one representation. Thus, when each control signal is chosen randomly, the
identity permutation appears with probability exponentially higher than the
ones that have only one representation.

Table 1 shows the number of permutations that have more than two repre-
sentations for PN(8). It can be observed that some permutations are likely to be
chosen with 32 times higher probability.

Table 1. Number of permutations in PN (8)that have multiple switch settings. 128 of
8! permutations have 32 different switch settings.

#(equivalent settings) #(permutations)
32 128
16 512
8 2816
5 2048
4 12288
2 14336
1 8192

3.2 Generating Non-biased Permutations

This bias can be eliminated in a simple way; first choose a permutation uniformly
and then compute a proper setting of switches that represents the permutation.
Clearly, this results in uniform distribution over all permutations. As in the
original scheme, the setting of switches remains concealed.

A drawback is the increase of computation needed to transform a permutation
to a switch setting. According to Waksman’s algorithm [20], such a computation
incurs O(N logN) time and memory.

The following description might be easier to follow if readers keep Figure 2
in mind. Let I1, · · · , In be inputs to PN(n) and Õ1, · · · , Õn be the corresponding
outputs from the switching gates in the first column of the permutation net-
work. Similarly, let O1, · · · , On be outputs of the network and Ĩ1, · · · , Ĩn be the
corresponding inputs to the switching gates in the last column. All switches are
set to be straight, i.e. b=0, as the initial state.

The following algorithm sets the switching gates so that the network repre-
sents a given permutation σ : {1, · · · , n} → {1, · · · , n} that results in Oi = Iσ(i)
for i = 1, . . . , n. Indeed, we describe the algorithm so that it sets the gates in
only the first and last column of PN(n), i.e., the numbered gates in Figure 2.
Applying the algorithm repeatedly to the next inner set of gates, eventually sets
all switching gates.

In the following, for some index j, j̄ denotes the index such that Ij and Ij̄

(or Oj and Oj̄) are connected to the same gate. Let Fi be a flag, associated with
Oi, which is initially unset. The algorithm starts with i = 1.
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Step 1 Find the smallest i such that Fi is unset. If i 	= 1, arbitrarily set b ∈
{0, 1} for the switch Oi comes from.

Step 2 Repeat the following steps.
2-1 Set Fi.
2-2 Identify j such that Ĩj = Oi by examining the switching gate that Oi

comes from.
2-3 For k such that Ik = Ĩj (i.e, k = σ(i)), if either j or k is even while the

other is odd, then set b = 1 for the switch Ik enters.
2-4 Identify  such that Õ� = Ik̄ by examining the switching gate Ik̄ enters.
2-5 For t such that Ot = Õ� (i.e, t = σ−1(k̄)), if either t or  is even while

the other is odd, then set b = 1 for the switch that Ot comes from.
2-6 Set Ft and let i be t̄.
2-7 If Fi is already set, exit Step 2.

Step 3 Repeat Step 1-2 until all flags have been set.

The switches in the first and the last column are now configured and the
internal permutation produced by the remaining switches can be computed from
the current configuration. By recursively applying the above procedure to the
remaining switches, taking the internal permutation as σ, one can configure all
switches.

By using the above conversion algorithm, we can show that there exists a
permutation with a unique representation. Observe that for any switch setting,
there exists an execution of the above algorithm that results in the setting.
Thus, the algorithm can yield all possible switch settings. Observe that Step
1 is deterministic when i = 1, and Step 2 is always deterministic. Thus, if a
permutation has two or more representations, corresponding executions of the
above algorithm must select different b at Step 1 in some level of recursion.
Conversely, a permutation has a unique representation if Step 1 is executed only
once in every recursive execution during the conversion. And clearly, one can
manipulate the switch setting so that it happens.

4 Efficiency and Availability Issues

Here we observe that the original scheme reviewed in Section 2 unnecessarily
uses many keys. In that scheme, decryption is incorporated into the task of
every switching gate so that one layer of encryption is removed each time a
ciphertext passes a gate. The following drawbacks arise.

– The servers have to securely maintain ξ private keys and m times many
shares of the keys.

– The number of inputs has to be fixed before generating y1, . . . , yξ as ξ de-
pends on N .

– The zero-knowledge proof at each switching gate is expensive.

Our solution to eliminating these drawbacks is to incorporate the partial
decryption only into the switching gates in the last column of each permuta-
tion network; the remaining switching gates perform randomization only such as
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(M ′, G′) = (Mŷr
i+1, Ggr). Although computational efficiency is asymptotically

unchanged, this surely saves running time for computing factor G−xi in most
switching gates and corresponding proofs. Furthermore, since the number of yi

becomes t + 1, which is independent of the number of inputs, the number of
inputs need not be fixed before key generation.

5 Refined Scheme

The refined scheme, which reflects all the remarks in the previous sections, is
given below.

[Preparation]
Let {1, . . . ,m} denote servers. The servers agree on a subset of servers, say
W ⊂ {1, . . . ,m} that contains t + 1 servers.

[Key Generation]
The servers generate key pairs (yi, xi) for i = 1, . . . , t + 1 by executing the key
generation protocol of [7]. Public key yi is published and private key xi is shared
in a threshold manner so that xi can be re-constructed by t + 1 honest servers.
Working server i, which refers to the i-th server listed in W , is given shares from
other servers and computes xi privately.

[Mix processing]
Let L0 be a list of input ElGamal ciphertexts. Working server i takes list Li−1
and outputs list Li. Working server i simulates the i-th permutation network in
the following way.

1. Randomly choose a permutation π : {1, . . . , N} → {1, . . . , N}.
2. Compute the switch setting that corresponds to π following the algorithm

shown in Section 3.2.
3. For each switching gate except for the ones in the last column of the sim-

ulating permutation network, randomize each input ciphertext (M,G) as
(M ′, G′) = (Mŷr

i+1, Ggr) with random factor r ∈R Zq. For each switching
gate in the last column, perform randomization and decryption at the same
time as (M ′, G′) = (MG−xi ŷr

i , Ggr). (The last server only perform decryp-
tion as M ′ = MG−xt+1 .) Then, output the resulting ciphertexts in order
according to the switch setting defined in the previous step. For the fixed
gate in the last column, decrypt the inputs as (M ′, G′) = (MG−xi , G) and
simply output them. Then prove that the output is correct by using zero-
knowledge proof. The proof protocol is unchanged from the original one in [1]
(also see [10] for a slightly more efficient proof protocol).

All servers verify the proofs given by server i. If more than t servers agree that any
of the proofs is faulty, then server i is disqualified. All servers then cooperatively
reconstruct xi and decrypt the ciphertexts in Li−1 in public.

The security of this scheme can be argued in the same way as shown in the
original paper with the additional consideration that this scheme yields a uniform
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distribution over all permutations. (One missing argument in the security proof
of [1] was about the distribution of the resulting permutation.)
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