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Abstract. The problem of continuous handwritten text (CHT) recogni-
tion using standard continuous speech recognition technology is consi-
dered. Main advantages of this approach are a) system development is
completely based on well understood training techniques and b) no seg-
mentation of sentence or line images into characters or words is required,
neither in the training nor in the recognition phases. Many recent papers
address this problem in a similar way. Our work aims at contributing to
this trend in two main aspects: i) We focus on the recognition of indi-
vidual, isolated characters using the very same technology as for CHT
recognition in order to tune essential representation parameters. The
results are themselves interesting since they are comparable with state-
of-the-art results on the same standard OCR database. And ii) all the
work (except for the image processing and feature extraction steps) is
strictly based on a well known and widely available standard toolkit for
continuous speech recognition.
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1 Introduction

The recognition of off-line, continuously handwritten text is proving to be a
quite challenging pattern recognition task. Although text is basically compo-
sed of characters, most traditional approaches to optical character recognition
(OCR) generally fail in this task because of the extreme difficulty of segmenting
continuously written text into characters. In fact, not even the segmentation into
words can be reliably accomplished using standard techniques in most cases. Ne-
vertheless, humans do accurately perform both segmentation and recognition in
a seemingly effortless manner. Accurateness is achieved by “delaying” recogni-
tion until the highest perception level: only after having understood a written
(part of a) message are humans capable to “recognize” the constituent words,
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the corresponding characters and the underlying segmentations. Clearly, this
streaking human ability comes from a tight cooperation of morphologic, lexical,
syntactic and semantic-pragmatic knowledge to accomplish the task.

Just this very same situation appears in the field of continuous speech recogni-
tion (CSR) [1]. In this field, successful techniques already exist which are actually
based on approaching the abovementioned tight cooperation of knowledge sour-
ces. After many decades of research in this field, commonly accepted adequate
solutions come from three basic principles: i) adopt simple, homogeneous and
easily understandable models for all the knowledge sources, ii) formulate the re-
cognition process as an optimal search through an adequate structure based on
these models, and iii) use adequate techniques to learn the different models from
training data of each considered task. All these principles are properly fulfilled
by the use of finite-state (FS) modeling techniques such as hidden markov models
(HMM) and stochastic FS (SFS) grammars or automata [2].

In this paper, we address the problem of continuous handwritten text (CHT)
recognition using standard CSR, technology. Many recent papers address this
problem in a similar way (see, among other [3456]). Our work aims at contri-
buting to this trend in two main aspects: i) As an important part of the work, we
focus on the recognition of individual, isolated characters using the very same FS
technology as for CHT recognition. This study parallels similar work on phonetic
decoding that has proved quite helpful to optimize CSR systems. The results are
themselves interesting since they are comparable with state-of-the-art results on
the same standard OCR database. And ii) all the work (except for the image
processing and feature extraction steps) is strictly based on the well known and
widely available standard HTK toolkit for CSR [7]. As an application example,
in this work we focus on the recognition of legal amounts in bank checks.

2 Feature Extraction

Following current trends in HMM-based off-line handwriting text recognition [6],
the image of a text sentence or line is represented as a sequence of feature vec-
tors. The height of the image is first normalized to a constant value so as to
minimize the dependence on writing style size. Then, the image is divided into
a grid of squared cells whose size is a small fraction of the image height (tested
values are 1/16, 1/20 and 1/24). Each cell is characterized by the following sim-
ple and script-independent features: normalized grey level, horizontal grey-level
derivative and vertical grey-level derivative.

To obtain smoothed values of these features, feature extraction is not re-
stricted to the cell under analysis but extended to a 5 x 5 window centered at
the current cell. To compute the normalized grey level, the analysis window is
smoothed by convolution with a 2-d Gaussian filter. On the other hand, the
horizontal grey-level derivative is computed as the slope of the line which best
fits the horizontal function of column-averaged grey levels. The fitting criterion
is the sum of squared errors weighted in accordance with a 1-d Gaussian filter
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which enhances the role of central pixels in each analysis window. The vertical
grey-level derivative is computed in a similar way.

Columns of cells or frames are processed from left to right and a feature
vector is constructed for each frame by concatenating the features computed in
its constituent cells (see fig. ).

Fig. 1. Feature extraction for the Spanish Sentence “mil’ (one thousand). Top: Origi-
nal image; bottom: two representations into sequences of k-dim vectors; left k& = 16 x 3,
right £ = 20x 3. Each (column) vector is divided into three blocks (from top to bottom):
normalized grey levels, horizontal derivatives and vertical derivatives.

3 Character, Word, and Sentence Modelling

Individual characters are modelled by continuous density left-to-right hidden
Markov models (HMM), similar to those used in CSR [1]. Fig. @ shows an ex-
ample of the structure of one of these models. Basically, each character HMM
is a SFS device that has to model the succession, along the horizontal axis,
of (vertical) feature vectors which are extracted from instances of this charac-
ter. It is assumed that each HMM state generates feature vectors following an
adequate parametric probabilistic law; typically, a mizture of Gaussian densi-
ties. The required number of densities in the mixture depends, along with many
other factors, on the “vertical variability” typically associated with each state.
This number needs to be empirically tuned in each task. On the other hand,
the number of states that is adequate to model a certain character or character
set depends on the underlying “horizontal variability”. For instance, to ideally
model a capital “E” character, only two states might be enough (one to mo-
del the vertical bar and the other for the three horizontal strokes), while three
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states may be more adequate to model a capital “H” (one for the left verti-
cal bar, another for the central horizontal stroke and the last one for the right
vertical bar). Note that the possible or optional blank space that may appear
between characters should be also modelled by each character HMM. The most
appropriate number states for a given task also depends of the amount of trai-
ning data which is available to train model parameters. So, the exact number
of states to be adopted needs some empirical tuning in each practical situation.
Once a HMM “topology” (number of states and structure) has been adopted, the
model parameters can be easily trained from continuously written text (without
any kind of segmentation) accompanied by the transcription of this text into the
corresponding sequence of characters (c.f. Sect. 5.2, £.3). This training process
is carried out using a well known instance of the EM algorithm called backward-
forward or Baum-Welch re-estimation [1]. Obviously, the very same technique
can also be used if isolated versions of the individual characters are available
(c.f. Sect.[5.])), as in standard OCR.

0.4 0.2 0.6 0.2 0.3

Fig.2. Structure of a Character Left-to-Right Hidden Markov Model aimed at mo-
delling instances of the character “n”.

Words are obviously formed by concatenation of characters. In our FS mode-
ling framework, for each word, a SF'S automaton is used to represent the possible
concatenations of individual characters to compose this word. This automaton
also takes into account optional capitalizations, as well as the blank space usually
left at the end of each word (as previously discussed, the possible inter-character
blank space is modeled at the character level HMM). An example of automaton
for the Spanish word “mil’ is shown in Fig. Bl

Sentences are formed by the concatenation of words. In contrast with CSR,
blank space often (but not always) appears between words. As previously discus-
sed, this optional blank space is modeled at the lexical level. The concatenation
of words is modeled by a (FS) language model. In our bank check example appli-
cation, it consist in a FS grammar which recognizes all the text written Spanish
numbers from 0 to 102 — 1. The terminal symbols (or lericon) of this gram-
mar are Spanish words used to write numbers, such as “uno”, “dos”, “diez”,
“sesenta”, “cien”, “mil”, “millon”, etc. (one, two, ten, sixty, hundred, thou-
sand, million, etc). Moreover, this model is built as a sequential FS transducer
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Fig. 3. Automaton for the lexicon entry “mil”. The symbol “@Q” is for a blank segment.

which also provides an output for each input sequence of words. The output is
an arithmetic expression whose value is that of the number given through the
input text; for example, from the Spanish text "doscientos sesenta y dos mil
veinte” (two hundred sixty two thousand and twenty) the obtained output is:
“+(2004 60+ 2) * 1000 + 20”. From this expression the target (decimal) number
(262,020) can be easily obtained. A small fragment of this transducer is shown
in Fig. @

The aim of this setting is similar to that in [5]. However the approach followed
here is strictly based on F'S technology and is therefore much simpler. In fact, in
our system the required decimal digit string is just obtained by directly piping
the output of the CHT recognizer to the standard Unix tool “bc”. Furthermore,
(in most languages) this last evaluation step can be avoided all together by
the use of a slightly more powerful kind of FS devices known as “subsequential”
transducer [8]. These FS devices, which are automatically learnable from training
data [8], allow direct translation of text-represented numbers into decimal form.
In this way, the use of syntaz-directed transducers as in [5] (which are not FS
and would therefore break our homogeneity assumption) is no longer needed.

Some features of our numbers transducer are: 51 input words, 187 output
tokens, 32 states, 660 transitions; (test-set) Perplexity: 6.2.

mil
Ly - )*1000,,©
“dos
R seig%ta S il

doscientos
+(200
mil

+(1000)

Fig. 4. A piece of the numbers transducer. Solid-line edges correspond to a path that

accepts “doscientos sesenta y dos mil veinte” (two hundred sixty two thousand and
twenty), yielding “+(200+60+2)*1000+20" .
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4 Knowledge Integration: Recognition as a Best
Hypothesis Search

Once all the character, word and language models are available, recognition of
new test sentences can be performed. Thanks to the homogeneous FS nature of
all these models, they can be easily integrated into a single global (huge) FS model
that accepts sequences of raw feature vectors and outputs strings of recognized
words (and, in our application, also the corresponding arithmetic expressions).
Fig. [ illustrates this integration.

Given an input sequence of feature vectors, the best output hypothesis is one
which corresponds to a series of states of the integrated model that, with highest
probability, produces the input feature-vector sequence. This global search pro-
cess is very efficiently carried out by the well known (beam-search-accelerated)
Viterbi algorithm [1]. This technique allows integration to be performed “on the
fly” during the decoding process. In this way, only the memory strictly required
for the search is actually allocated.

5 Experiments

Experiments have been carried out to tune certain constants at each knowledge
level, to train HMM parameters and to test the recognition performance of the
resulting systems.

5.1 Isolated Character Recognition: Optimizing Feature Extraction
Parameters

Although accurate recognition requires knowledge at higher perception levels,
1solated character recognition serves as a good basis to make adequate decisi-
ons on feature extraction parameters. To this end, rather simple features were
empirically compared in order to assess their discriminating power in the clas-
sification of the 18 lowercase letters appearing in our bank check application
(“a,c,d,e,h,i,l,m,n,0,q,r,s,t,u,v,y,2”).

e o Qﬁ?i;
\8—&&0&

Fig. 5. A small piece of an integrated F'S model, using three-state character HMMs.
The part shown stands for the sentences “mil”, “mil uno” and “mil dos” (1,000; 1,001;
1,002). For the sake of clarity, only un-capitalized word models are shown and output
arithmetic-expression tokens are omitted.
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Letter samples were extracted from the widely used NIST Special Database
3 [9]. This database, published on CDROM [10], includes 45,313 binary images
of (segmented) lowercase letters extracted from forms written by 2,100 writers.
For our purposes, a moderate-size training set was built out of samples of our
18 lowers from the first 200 writers (overall 3,034 samples, one sample of each
lower per writer, when available). Similarly, a test set of 750 samples was extrac-
ted from 50 independent writers (writers #1,051 through #1,100). Following
the procedure described in section [, six different image representations were
considered by combining two sets of features (grey-level alone or grey-level plus
derivatives) and three vertical resolutions (1/16, 1/20 or 1/24).

Left-to-right four-state continuous-density HMMs were used to model each
character. Each state had assigned a mixture of k Gaussian densities with dia-
gonal covariance matrices. Values of k in {1,2,4,8,16,32} were tried in the
experiments. HMMs were trained and tested using the HTK toolkit [7]. More
precisely, three cycles of Baum-Welch re-estimation were run to train model pa-
rameters, while the Viterbi recogniser was used to classify each test sample in
accordance with the most likely HMM. Results are shown in Table [II

Table 1. Classification error rate (in %) for isolated character recognition, using
four-state continuous-density HMMs, different feature sets (with/out derivatives) and
varying number of Gaussian densities per model-state.

Set of Vertical Number of Gaussian densities per state
features |resolution| 1 2 4 8 16 32
1/16 33.8 282 240 234 21.0 209
Grey Level| 1/20 31.3 268 207 19.0 179 16.6
1/24 31.0 268 231 195 172 14.1
Grey Level| 1/16 219 167 146 123 109 105

& 1/20 20.1 179 134 111 9.5 11.0
Derivatives| 1/24 21.2 184 143 118 9.2 10.1

From these results, it is clear that using grey-level derivatives significantly
improves recognition accuracy. Vertical resolution, however, does not seem to
be a key factor: a vertical resolution of 1/20 might be good enough for the
experiments with continuous text. On the other hand, it is worth noting that
our best error rates (9.2% and 9.5%) are similar to the best figures reported (at
zero-rejection rate) after the First Census OCR Conference (11% for the best
system and 8.6% for two-pass human classification) [11l p. 26]. Although we do
not face classification of the whole set of lowers, these results encourage us to
continue exploring the application of F'S technology to OCR.

5.2 Recognition of Sentences Composed of Artificially Concatenated
Characters: Assessing the Power of Model Integration

The data for the second series of experiments consisted of 500 images of random
sentences composed by the concatenation of the appropriate randomly selected
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setenta Y cuatro miones
treintfa y seis vl ochenta
mit seteejentos millones venlides mil  veinl/siete

Fig. 6. Examples of sentences produced by concatenating randomly selected hand-
written characters from the NIST database: 74,000,000; 36,080; 1,700,022,027.

handwritten isolated characters. Overall, these images contained 9,504 charac-
ters, which were drawn from the same corpus as that of the previous experiment.
The sentences corresponded to simulated legal amount numbers in bank checks
(see examples in Fig.[d). From this data, 313 sentences (609 words, 5,900 charac-
ters) were devoted to train the character models and 187 sentences (975 words,
3,604 characters) to test the performance of the recognition system. No data
from “training writers” were used in the composition of test sentences.

The main difference between this setting and that of the previous experiment
is that now training (and testing) is carried out using long images of continuous
text, without any kind of segmentation or information about the actual position
of the characters in each sentence. The aim of this experiment was to asses
the power of integrating morphologic, lexical and language models to improve
recognition performance.

Automatically determining a different topology and/or number of states
which is best suited to model each particular character proves to be a non-
trivial problem. Therefore, in this work, identical topology was adopted for all
the characters. Left-to-right continuous-density HMMs of N states and k Gaus-
sian densities per state (N € {4,6,8},k € {1,2,4,8,16,32,64}) were used for
character modeling plus a special model for the blank character (“Q” in Fig. Bl
and [{). In this case, the training procedure was the usual one for acoustic mo-
deling of phone units in continuous speech: character-level HMMs were trained
through four iterations of the Baum-Welch algorithm. This process was initiali-
zed by a linear segmentation of each training image into a number of equal-length
segments according to the number of characters in the ortographic transcription
of the sentence. As in the previous experiments, these models were trained using
the HTK toolkit. For each test input sentence, the Viterbi decoding algorithm
was performed on the FS network which integrates character, lexicon and lan-
guage models.

Test-set recognition word error rates (WER) are presented in Table 2l Best
results were achieved using 4-state character HMMs with 8 and 16 Gaussian
densities per state. In this case, a WER of 3.0% was obtained. If compared with
the isolated character error rate (B.), these results clearly show the power of
model integration. The corresponding digit error rate, obtained by evaluating the
arithmetic expression obtained as the translation of each recognized sentence,
was 2.8%, with 1.8% substitution errors, 0.9% digit deletions and 0.1% insertions.
From the 187 test sentences, 14 (7.5%) yielded decimal numbers with one (or
more) digit(s) in error. Digit error rates are the relevant results if the output
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of legal amount recognition is to be validated with the help of the OCR results
obtained from the corresponding courtesy amount in the same bank check.

Table 2. Test set recognition word error rates (in %) for artificially concatenated
characters. Results for different numbers of states per model and Gaussian densities
per state are reported.

Gaussian densities per State

States 1 2 4 8 16 32 64
4 8.5 53 3.3 3.0 30 3.3 7.6
6 6.1 3.8 3.1 3.5 3.3 3.9 10.2
8 144 10.6 9.1 7.8 7.0 10.1  17.2

5.3 Recognition of Real Continuous Text Sentences

The corpus for this experiment was composed by 485 real images of handwrit-
ten Spanish legal amounts (2,127 words, 16,039 characters), handwritten by 29
different writers (see Fig. [7). 298 randomly selected sentences from 18 writers
were used for training and 187 from the rest of the writers were left for testing.

amd  wewle 4o
Jdieciteis eilloves waltaciemlss  wil verw biscis

Fig. 7. Examples of real continuous text sentences: 1,102; 38,000,024 ; 16,400,026.

The training and testing procedures were the same as those described in
section Test-set recognition Word Error Rates (WER) are presented in Ta-
ble Bl Graphic results for the best number of states (5) and the best number of
densities per state (16) are also shown in Fig. Bl For the best setting, a WER
of 18.0% and a DER of 13.2% were obtained. These good results clearly assess
the adequateness of the proposed technology for continuous handwritten text
recognition.

6 Conclusion

The problem of CHT recognition can be adequately addressed using standard
CSR technology on images that are represented by sequences of fairly simple
feature vectors.

An image is divided into a sequence of vertical sets of cells. Each cell is
represented by the normalized grey level in its vicinity and the corresponding
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Table 3. Test-set recognition word error rates (in %) for continuous handwritten
sentences of legal amount numbers in bank checks. Results for different number of
states per model and Gaussian densities per state are reported.

Number of gaussians Number of states per model
per state 3 4 5 6 7

1 774 61.1 555 526 52.1

2 69.2 48.6 39.8 357 36.6

4 55.3 37.2 27.0 25.6 285

8 44.3 305 21.3 19.3 259

16 380 26.0 18.0 186 24.5

32 339 242 184 201 253

64 36.3 26.5 231 255 339

40

35

30

Error Rate
N
ul
T
Error Rate

20

10 . . . . . 10 . . . . . .
3 4 5 6 7 0 10 20 30 40 50 60 7
States Gaussian Densities

Fig. 8. Test-set recognition word (and digit) error rates (in %) for the continuous
handwritten sentences of legal amount numbers in bank checks. Results for different
number of states per model and 16 Gaussian densities per state (left) and results for
different number of Gaussian densities per state and 5 states per model (right) are
shown.

horizontal and vertical grey-level derivatives. Using these vector sequences, cha-
racter hidden markov models can be trained by the well known Baum-Welch
re-estimation algorithm. New handwritten text can then be recognized through
the standard Viterbi decoding algorithm on a (virtually) integrated FS network
composed by character, lexicon and syntactic F'S models.

This methodology has been tested on the recognition of isolated characters
(OCR) with quite competitive results. Also, experiments on the recognition of
legal amounts in bank checks have been performed, with very promising results.
These results, however, should only be considered preliminary, since they have
been obtained without the help of simple normalisation preprocessing procedures
that are quite standard in this task. Work is in currently under way to include two
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of these procedures, namely, slant normalisation and dynamic baseline detection,
with well known potential for significant performance improvements.
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