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Abstract 

The Vernam scheme protects the privacy unconditionally, but is completely insecure 
t o  protect the authenticity of a message. Schemes will be discussed in this paper that pro- 
tect the authenticity unconditionally. The definition of unconditional security is defined. 
Stream cipher authentication schemes are proposed. The consequences on information 
protection using RSA and DES are discussed. 

1. Introduction 

We will start here by looking how some authors discuss the protection of authenticity 
in a conventional cryptosystem. The definitions given for unconditional security will be 
overviewed. We will conclude that both subject matters are mostly presented oversim- 
plified. This will be explained by checking their definitions using the Vernam scheme 
(see Section 2). We will conclude that unconditionally authentication protection is not 
discussed. Hereto we define unconditional security from a point of view of authenticity 
and we also redefine the old definition of an unconditionally secure cryptosystem (see 
Section 3). We will then build up an unconditionally secure authentication system (see 
Section 4). The practical and theoretical consequences will be presented (see Section 5 ) .  

Some authors, e.g., Denning [4], (pp. 10) pretend that “in ayrnrnetric (conventional) 
cryptosyatems . . . secrecy cannot be separated from authenticity”, and that “if users cannot 
access EA and DA, then both the secrecy and authenticity of A’s data ;a assured”. However, 
today it is well-known that one can authenticate the message (and the sender) without 
protecting the privacy (of the whole message (see the previous last paragraph of Section 4.3 
and Section 6.1)). The NBS authentication method [I11 (pp. 24) is an example of this. 
It is also known that some modes as e.g., the E.C.B. mode in DES, are insecure to 
protect the authenticity of a long message. As Diffie and Hellman [S] (pp. 646) said: “A 
cryptographic system intended t o  guarantee privacy will not, in  general, prevent this latter 
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form of rniachief”. One can  conclude that Denning’s ideas, earlier cited, are at least 
oversimplified. One can  wonder if each cryptosystern which protects the privacy can also 
authenticate Ions rneaeagea if one uuea modea (e.g. CFB or CBC). 

The term unconditionally secure is misleading. One can have the impression that 
it covers more. When one says that the onetime pad cryptosystem is unconditionally 
secure, one can think that one can never attack the privacy or authenticity. The definition 
or use of unconditional security only deals today with privacy protection (see e.g. (41, [lS], 
[17], [22]). As Simmons remarked in [22], Shamon’s models [21] were only concerned with 
secrecy. One can wonder if a scheme which protect8 the privacy unconditionally does the 
dame for the authenticity. 

We will now answer both questions by discussing the Vernam (or one-time pad) 
cryptosystem [Zl], “241. 

Important remark 

If in the following sections we say that an intruder can inject a fraudulent message 
with a probability p1 or that an active eavesdropper can modify a message with a proba- 
bility pz, we me= the following: in one on l/pl respectively l /pz  cases the system used 
by the receiver will not automatically detect the injection respectively the modification. 
Automatically here means that the system uses a different way to detect modifications in 
the message than using the redundancy in the language. If the reader does not agree with 
this restriction we remark that the worst case is a message without redundancy. In order 
to be able to deal with such messages previous restriction is evident. 

2. The Vernam scheme and authentication 

As known, the Vernam scheme protects the privacy unconditionally [Zl]. Let US 

shortly explain how it works. Let M = (ml,m2,. . . , m,) be the plaintext message, where 
ml is the first bit of the message, m2 the second, and so on. Then the ciphertext C = 
(c l ,c2 ,  . . . , c,) is the bitwise exor of M and the key K, or e i  = rn; @ k;. The key K is 
really random and only used once. The decryption operation is similar: mi = c; @ k i .  

It is now easy to understand that the probability to inject a fraudulent bit is l / Z  (see 
important remark in Section 1). If the active eavesdropper wants that the receiver receives 
a bit 1, he injects a bit (it does not matter if it is a zero or a one that he injects). Because 
the key bit is in one on two cases (in average) a 0 (and otherwise a I), the receiver receives 
a 1 in one on two cases. One can remark that the effect of this attack is not important, 
because if one wants that  the receiver accepts a concrete fraudulent message of 100 bits, 
the probability to succeed by injecting a message is only 1/21°0. However, in some cases 
the damage caused by the injecting of one bit may be important. That one bit may tell 
you to delete or not to delete a me, to transfer the money or not. 

A n  even more serious attack is to modify the ciphertext. It is easy to understand that 
an active eavesdropper can modify a bit of the plaintext with a probability 1. Hereto he 
has only to complement the ciphertext bit. In the case the active eavesdropper does not 
know the plaintext, the effect of his action will probably be a not understandable message 
(sometimes called “garbage”). However, for terrorists that does not matter, it is enough 
to sabotage. If the active eavesdropper knows the pluintezt, he can eaaily modify it ae he 
wants (if the fraudulent message is not longer than the original one)! 
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Figure 1: The Vernam scheme used in a CBC mode 

binary 

We c a n  conclude that the Vernam acheme can not protect the authenticity. A simdhr 
remark wad made by Feiutel 191 ( p p .  19 - 20), without coming up with an unconditionally 
decure authentication acheme. However, one could remark that, to protect the authenticity 
of a meaaage, one haa to m e  a mode and uome redundancy at the end of the melrsage (e.g. 
64 zeros). In order to show that this does not help, we first suppose that the sender uses 
the CBC mode in feedforward and the receiver uses it in feedback (in order to have a 
large error propagation). The plaintext is followed by 64 zeros as authenticator. Using 
the Vernam scheme for the encryption and decryption devices we obtain Figure 1. The 
active eavesdropper can modify each bit of the message as he wants, without affecting the 
authenticator! Suppose he wants to modify mi. His attack is successful, if he complements 
bits c; and c;+l (where c; is the i th transmitted ciphertext bit). If the active eavesdropper 
wants to modify more bits, he has to superimpose previous attack. If the sender and 
receiver do not want t o  protect the privacy and use hereto a similar scheme as the NBS 
one [ll], the attack is similar, because the Vernam scheme encrypts bit after bit (its block 
length is one bit). The reader can easily extend the attack for other modes as CFB and 
OFB (see [ll]). 

We have shown that the Vernam scheme can not protect the authenticity. Schemes 
which protect the privacy do not necessarily protect the authenticity, even if some modes 
are used. This result can be extended to schemes which are similar (e.g. the Vignere 
scheme). 

We will now try t o  come up with cryptosystems which protect the authenticity un- 
conditionally. Evidently, we have first to defme what means an unconditionally secure 
authentication scheme. 

1 bit 

3. New definitions for unconditional security 

message , 

Definition 1: A cryptoeyatem protect8 the privacy unconditionally if, no matter how 
much ciphertezt ia intercepted, there i a  not enough information in the ciphertezt to come 

- register + 
/ - 
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up with cz unique solution (plaintezt), but many eziat. Ideal and perfect cryptoay8tema 1211 
fall under thia definition. 

Remark that: 
the fact of unconditional security can not be affected by using more (e.g. an 

if the appropriate security rules are satisfied (e.g. secrecy of the key) the cryp- 

We now want to come up with a similar definition for the unconditional protection 
of the authenticity (of message and sender). Let us start from the last remark. So we 
would say that a cryptosystem protects unconditionally the authenticity if it c a n  never be 
broken. However, then no cryptosystem at all would satisfy this definition. The process 
of authentication is probabilistic. If an active eavesdropper tries long enough (e.g. some 
centuries) he will be able to inject a fraudulent message or modify one. This follows 
from the fact that messages have finite lengths. So a better definition, based on the first 
remark, will now be given. 

Definition 2: A cryptoaystem protect8 the authenticity unconditionally with a security 
level P if, the probabilitiea that an intrudes can inject a fraudulent message or that an 
active eavesdropper can modify a measage are leae or equal than 1 f P ,  independently how 
much computertime i s  wed .  If one of theae probabilities i a  equal to one we say  that the 
system i s  inaecure (to protect the authenticity}. 
As a consequence of this definition the Vernam scheme is insecure related to authenticity. 
A scheme is considered to be inaectlre for practical purpoaea if the aecurity level i a  “too” 
maall. We will not discuss wat means “too” small, the reader is refered to [5] and [6]. 

The effect of birthday attacks [l], [14] (pp. 127) is not discussed in this paper. 

Let us now build cryptosystems which satisfy last definition 

infinite amount of) computertime. 

tosystem cah never be broken! 

4. Building unconditionally secure authentication schemes 

Based on the analysis of the Vernam scheme we will first try to come up with cryp- 
tosystems which protect the authenticity unconditionally. Because the schemes which 
will be proposed in Section 4.1, do not satisfy partly or totally the definition, we will in 
Section 4.2 come up with a secure one. In Section 4.3 a more practical version will be 
discussed. Finally by combining other schemes with the ones discussed here, one can still 
improve the practical aspects (see Section 4.4). 

4.1. !Male 

We have seen that the Vernam scheme is bit oriented. In the first proposal we use 
an authenticator for each bit. Each bit of the message is followed by a fized pattern 
(e.g. 64 zeros). All these bits are then encrypted using the Vernam scheme. We now 
give a formal way to describe this scheme. If the plaintext M = (ml, m2,. . . , m,) then 
the input for the Vernam scheme is A = (a:,  a:,  . , .,a;, a;, a;, . . . ,a;, . . . , oA,a;, . . . ,a:), 
where a: are bits such that for all i (1 5 i 2 n) we have (a:, a:*. . . ,a:) = (mi, 0,. . . ,O)  
in the case the fixed pattern is (O,O,. . . ,O) and q - 1 = length of the fixed pattern. The 
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ciphertext is then 0 = ( c i ,  c:, . . . , c:, c:, c$, . . . , c z ,  . . . , cf ,  c:, . . . , cz )  where 4 = a! d ki 
and the key is K = (ki, k:, . . . , k:, ki, k;, . . . , k!, . . . ,kA, k:, . . . , k i ) ,  where kj is a bit (for 
all i and j ,  where 1 5 i 5 n and 1 5 j 5 q). Remark that we have an expansion of 
the ciphertext and the key with a factor q (e.g. x 65). This scheme is however insecure 
(form the point of view of authenticity) because an active eavesdropper can complement 
a ciphertext bit, corresponding with an information bit, without modifying the ciphertext 
bits corresponding with that authenticator (in other words complementing cf , without 
modifying any 4 where j satisfies 2 5 j 5 q). This implies that the probability that an 
active eavesdropper can modify a message is evidently one. 

In another proposal the information bit is placed at random in the authenticator. 
The mathematical description of this scheme is similar, except that (a f ,a ; ,  . . . ,up) = (0, 
0 , .  . . ,0 ,  mi, 0,. . . ,O, 0), where the bit mi appears on a random location. In order that  the 
receiver could verify that location he has to know the random value (otherwise an active 
eavesdropper can easily modify a message bit 0 into a message bit 1) .  This random value 
is a part of the authentication key. We define the authentication key as the key which is 
u8pd t o  protect the authenticity, and the privacy key as the key which U used t o  protect the 
privacy. The length of the authentication key is n. [Iog, q1. The length of the privacy key is 
q ' n  and the expansion of the ciphertext is q. The probability that an active eavesdropper 
can modify a message bit is however high and is l / q .  Evidently, if the active eavesdropper 
knows p and modifies one bit of the q bits randomly, the probability to modify the bit 
corresponding with a certain mi is l / q .  In order to obtain a practicaf acceptable security 
level (e.g. 264) the ezpanaion of the ciphertezt has t o  be enormous, because the security 
level only increases linearly with increasing expansion of the ciphertext. 

The last scheme will be modified to come up with an unconditionally secure authenti- 
cation scheme, for which the security level increases exponentially with linearly increasing 
ciphertext and keyexpansion. 

4.2. A secure scheme 

By studying previous proposal we see that the security level is q, and there exist q 
different (a:, u:, . . . , af) for each mi = 1. In general, we can have 24 - 1 different ( a t ,  u:, 
. . . , a ! )  # (O,O,. . . ,O). Hereto we use an authentication key H = (h:,h:, . . . , h;, h i ,  hg, 
. . . , h i , .  . . , hk, h:, . . . , h$) random such that for all i : (hi,h:, . . . , hp) # (O ,O,  . . . ,0) and 
the key H is secret and used only once by sender and receiver (similar as in the Vernam 
scheme). The scheme differs only from previous one in the fact that for each bit mi : (a:, 
a;,. ..,a!) = mi . ( h f ,  h;, . . . , h;"). In other words if m; = 0 then ( u i ,  a:, . . . , a : )  = (O,O, 
. . . ,O), otherwise (at,  a:,. . . , a:) = ( I ( ,  h;, . . . , h;). 

Remark that in the discussed scheme the ciphertext expansion is still q. The length 
of the authentication key is q . n, and the same for the privacy key. So the complete key 
used in this scheme is 2q times longer than in the Vernam scheme. 

The discussed scheme protects the authenticity unconditionally with a security level 
2 4 - l .  An intruder can inject a bit 0 with a probability 1/24, because in order to inject a 
0 (after that the legitimate (i - bit was sent) he has to guess the correct ( k f ,  k!, . . . , 
ha) and because these bits are really random he has only a probability 1/29  to succeed. A 
similar reasoning is true for the case he wants to inject a 1 (remark that (h: @ k!, h: @ k:, 
. . . , hp @ k!) # (kf, k?, . . . , k!) for all i). So he can inject a bit with a probability 1/2q-'. 
An active eavesdropper can modify a bit with a probability 1/(2g - l) ,  because he has 
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to guess correctly (h: ,  h z , .  . . I A:). Remark that it is "hard" for an active eavesdropper 
to mix the bits of the plaintext, or to retransmit them, because the key is really random 
and only used once. This follows easily from previous discussion. Remark that previous 
discussions remain valid if we consider known plaintext attacks, as long as the privacy 
and authentication keys are secret. 

In order to better understand the discussed scheme let us wonder what happens if we 
do not protect the privacy (or if (k;, k:, . . . , k:, ki, kz,. . . , k;,. . . ,kA, k$. . . , ki) = (O,O, 
. ..,O)). The reader can easily verify that the injection of a bit 0 or the modification of 
a plaintext bit 1 into a 0 is easy. However, it is "hard" to inject a bit 1 or to modify a 
plaintext bit 0 into a 1. We can conclude that the protection of the privacy is necessary 
in order to protect, with this scheme, the authenticity. However, one can easily imagine 
situations in which the protection of a bit 1 is more crucial than the protection of a 
bit 0 (51, [6]. In E.F.T. for example, the plaintext can be a bit 1 if the transaction is 
authorized, a 0 in the other cases. Following our definition of unconditional security we 
do not consider the scheme secure under these circumstances. One can wonder if the key 
H has to be secret. The answer is evidently yes, otherwise an active eavesdropper can 
easily modify the message. 

Without discussing if this scheme is practical (see Section 5.1) we can remark that 
such a large text expansion is impractical. It slows down the communication and makes it 
much more expensive! For these reasons a more practical scheme will now be presented. 

4.3. A more practical scheme 

An unconditionally secure authentication system which is based on the one discussed 
in previous section, will be presented. For previous scheme, remark that if an intruder 
wants to inject two bits the probability to succeed is 1/224-2. In general it is for m 
bits 1J2mq--m, because each bit has its own authenticator. A similar reasoning is true 
for the modification of m bits. In thia aection we mill only we a authenticator for  the 
whole mesaage. That idea will also solve the speed and cost problem of previous scheme. 
Nevertheless the new scheme is also unconditionally secure. 

In this scheme we send the message M enciphered with the Vernam scheme, followed 
by an authenticator of q bits. So the ciphertext is C = ( c l ,  c 2 , .  . . , c,, ck+,, c:+~, . . . , c : + ~ )  
such that for i < n + 1 .we have c; = mi @ k;, where c i ,  mi and k; are bits. For i = n + 1 
we have c : + ~  = r j  @ kA+l for each j such that 1 5 J' 5 q, where ~ f , + ~ ,  rJ  and kf,+I are 

k,?,+,) is the privacy key. Remark that c i  has no sense here if i < n + 1, similar for the 
key and for the message. The register R is build up iteratively when each message bit 
mi is sent, using the authenticator key H = (h i ,  h:, . . . ! h:, h i ,h; ,  . . . , A:, . . . , h:, h:, . . . , 
AS). The contents of R in the begin is 0, then ( r 1 , r 2 ,  ..., r g )  := ( r l  8 rn;hi,r2 @ m&, 
. . . , rq @ rniht) for each mi, where 1 5 i 5 n. In other words at the end 

bits. R = (r1,r2,. . . , r g )  is the authenticator and K' = (k1,Lz ... . ,k,, k n + l , k n + l , .  1 2  . . , 

n 

2 = @mihi for each j (1 5 j 5 4 ) .  (1) 
;= 1 

This scheme is unconditionally secure with a security level (V - 1). An intruder can  
inject a message that will be accepted with a probability 1/29, because only one on 2q 
messages give that authenticator R. An active eavesdropper can only modify one bit of 
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the message with a probability 1/(Y - 1) to succeed, because he has to guess the correct 
(hi', h!, . . . , hj)  if he wants to modify mi- If he wants to modify more bits, he has to guess 
the correct modification (see Eqn. I), the probability to succeed is o d y  about 1/24. 

In order to better understand this scheme, let us wonder if we need to protect the 
privacy. If we do not protect the privacy (or if K' is equal to zero), then the previous 
reasoning remains valid, except that i t  is easy to inject .the message (O ,O,  . . . ,0) or to 
modify a message into that zero message. Indeed, for a zero message the authenticator R 
is zero. However a very simple protocol can overcome the transmission of a zero message. 
One could for example agree that if (e.g.) the first bit of the message is one, the  real 
message is eero. If the first bit of the message is zero then the message is not zero. 
With such a protocol the pattern (O,O,. . . , O )  will never be send and as a consequence the 
authenticity of the message can be protected without protecting the privacy. Remark that 
the authentication key H has to be secret in all circumstances otherwise modification is 
easy. 

The discussed scheme can be  used to protect the authenticity of a message without 
protecting the privacy. However this system is not acceptable in countries or in circum- 
stances that 'othersm want t o  be  able to verify that the communication is not used for 
spying. Such situations can occur as a restriction of local laws, or to be used to verify 
military actions, e.g., a ban of the testing of nuclear weapons [22]. The reason, why the 
described algorithm is unacceptable is that one can understand the message M ,  but one is 
never sure that the sender will not transmit a secret message instead of the authenticator 
R .  

The length of the key in these schemes is ( q  -k l ) n  bits respectively qn + n + q bits, 
depending if we only protect the authenticity, or privacy and authenticity. The keyexpan- 
aion is only the half compared with the scheme discussed in Section 4.2. The ciphertext 
expansion here is (n + q)/n or not significant. Now, a scheme will be presented in which 
the length of the key is only about the double of the length of the message (about 2n 
bits). Remark that in a practical secure scheme q is normally 64, such that the expansion 
of the key in the scheme we just discussed, is still large. 

4.4. Other unconditionally secure authentication schemes 

Some other authors discussed unconditionally secure authentication schemes before, 
but did not use this name. Simmons [23] and Brickell [2] discussed several bounds related 
to the security level, the keylength, etc. They called a syatem perfect (or double perfect] if 
the key wad uaed optimally, or waa not longer than neceaaory. Gilbert et. al. 112) discussed 
implementations of such perfect authentication systems. 

It is easy to prove that the schemes discussed in previous sections are not perfect 
in the sense defined by Simmons [23] or double perfect as defined by Brickell [2]. This 
means that the key is not used optimally. To obtain such an optimal keylength one could 
use projective planes, as discussed in [12] on pp. 414 - 415. However for long messages 
(e.g. Megabits) the calculations in the Gilbert scheme are awful. Now a scheme will be 
presented which is unconditionally secure, for which the calculations are not too awful, 
and for which the expansion of the key is only about two. 

The idea is that the users f i s t  agree on a lowerbound for the security level P .  The 
message is divided up in blocks of length q = [log, PI bits. So the message M = ( M I ,  
Mz, . . . ,Ma) where Q * q 2: n and (a - 1) . g < n. If n is not a multiple of q then one fills 
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the message up with zeros. The security level will be 29. For each q bits a key of length 
2q bits is used. So the length of the total key is 2aq (about 2n) bits and is really random. 
The idea of projective planes [12] is used to generate for each a binary vector ( t i ,  tz, 
. . . , t l )  in G F ( 2 9 )  (remark that this binary vector was called c on page 414 in 1121). The 
scheme continues as the previous one (see Section 4.3) except that: 

instead of H the vectors ( t t , t ; , .  . . ~ t:) are used, where 1 5 i 5 a 
Eqn. 1 is replaced by: 

a 

2 = for each j (1 5 j 5 9). (2) 
i= 1 

The scheme is normally used to  protect the authenticity, if you also want to protect 
the privacy you use a different privacy key which length is n bits. 

In next section we will discuss the practical and theoretical consequences. 

5. Practical and theoretical consequences 

All schemes we discussed can be extended if we replace the modulo 2 sum by another 
modulo sum (e.g. modulo 53). We will wonder if the discussed schemes are useful. 
Consequences of the discussed schemes on the security of stream ciphers and DES will 
also be discussed. 

5.1. Are previous schemes useful? 

If you find the Vernam scheme impractical for your application, you find the dis- 
cussed schemes also impractical. If however, you are dealing with national security (e.g., 
military and diplomacy) or you need unconditional security, the discussed schemes are 
interesting. If you use the Vernam o n e t i m e  pad, you have to take into consideration that 
e.g., terrorists can modify your messages. As a consequence of terrorists attacks and of 
computer networks the problem of authenticity becomes more and more important, also 
in domains as the military or other governmental organizations. The discussed schemes 
allow to protect the authenticity unconditionally. The scheme discussed in Section 4.4 is 
preferable because the ciphertext expansion is about inexistent, while the length of the 
key is only about twice the length of the message. The security level obtained is less than 
the one which can be obtained ([2], [El, [22]), but the scheme is much more practical if 
long or very long messages are sent, while one can still choose the security level one wants. 
The key is used as in Vernam, so is random and distributed beforehand on a secure way. 
Senders and receivers can easily handle message8 with variable length. 

5.2. Stream ciphers protecting authenticity 

Some authors, e.g. Denning [4] (pp. 144) say that stream ciphers have the disadvan- 
tages that the message c a n  easily be modified. The schemes which we discussed here and 
certainly the one in Section 4.3 allow to modify stream ciphers such that they can b e  used 
to protect the authenticity. However their security is no more unconditionally secure, 
because stream ciphers generate pseudorandom, and their security is based on conpu- 
tationally complexity. If one adapts stream ciphers to protect authenticity, we suggest 
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to use a different key for the pseudorandom generator which will be used to protect the 
privacy and the one which will be used to protect the authenticity. 

-5.3. Hashing and unconditionally secure authentication 

One could remark that the h a 1  solutions (proposed in Section 4.3 and in Section 4.4) 
hide the use of hashing, which seems the natural solution. However if hashing is used 
in these schemes, one looses the unconditional security. Indeed the difficulty to find two 
different texts which produce the same authenticator, is then based on the computational 
complexity. The solution of hashing can be used when unconditional security is not 
necessary, e.g. in the scheme discussed in Section 5.2.  

Moat of the schemes which we will diacusa further on, do not protect the authenticity 
unconditionally, however some remarks are also valid for them. 

5.4. The protection of privacy and authenticity together 

In the schemes we have discussed we used a different key to protect the privacy from 
the one used to protect the authenticity. We suggest that a similar strategy would be used 
for all cryptosystems. Jueneman et. al. 1151 suggested the same in their paper. Another 
example of the importance to use different keys will be discussed in Section 5.5. 

We can also conclude that in a conventional system the protection of privacy and 
authenticity are partly (see the previous last paragraph of Section 4.3 and Section 6.1) 
separable, and that the use of a mode as e.g. CBC does not necessarily guarantee the 
protection of the authenticity. So we do not agree with the remark of Denning [4] (pp. lo),  
cited in the introduction (Section 1). 

6.5. The consequences on the use of DES 
Today DES [lo] is probably the most used commercial crypto algorithm. An authen- 

tication scheme was proposed by the NBS [ll]. We will show that if you protect both 
privacy and authenticity with the same key, that a fraudulent message may be easily in- 
jected, and that one can easily modify messages. Jueneman et. al. [15] suggested to use 
different keys to protect the authenticity and the privacy. Several attacks were presented 
in the case that the same key would be used, even if the NBS authentication method is 
used. They were able to modify the message without affecting the authenticator, however 
the received plaintext will (in almost all cases) be “garbage”. The attack which will be 
presented now, allows an active eavesdropper to modify a message in a fraudulent one, he 
chooses! So in bank applications he is able to transfer money on his account such that 
the fraud will not be detected by the authentication system. 

The attack presented here is an adaptation of an idea originating from Cloetens [3]. 
In 1131 a realistic exhaustive keysearch machine was presented which would break DES in 
about four weeks, and would cost about $1,000,000. The idea is to use such a machine. 
Hereto let us make some reasonable assumptions: the key is only modified once each four 
weeks, the privacy protection uses the same key as the authentication process and the 
active eavesdropper uses a known plaintext attack. He can then exhaustively determine 
the key, starting from a block of the ciphertext and a block of the plaintext. This attack 
is not influenced if the encryption system uses a mode. Once that key is found, the active 
eavesdropper c a n  inject or modify messages. One could argue that by modifying the key 
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frequently enough, the attach is not more valid. However, it can still be used! Suppose 
that the sender and receiver modify their key each s seconds. The active eavesdropper 
can now stop his exhaustive keysearch machine each a seconds and try to find the next 
key. If the machine does this process enough randomly, it will not find a key after four 
weeks with a probability: 

3600 + 24 , ? .  4 (G)‘ where z =  
s 

In limit a key will be found after four weeks with a probability 1 - e - l ,  in eight weeks with 
a probability 1 - e-2, and so on. Once a key is found the active eavesdropper modifies 
the message as he wants. 

Remark that the above attack is valid for all modes as long as the key, used to protect 
the privacy, is the same as the key, used t o  protect the authenticity, even if that key is 
modified frequently! Also, for several non-standard implementations of the DES such 
an  attack is possible. Remark that the attack can not be avoided if for each message 
a different key is used (e.g. the first message is encrypted using key Kl, the second 
with K2 and SO on). Indeed because the attack is even in limit (z -t 0) still valid. To 
realize the attack, it is enough to add a delay in the transmission and to have a described 
exhaustive machine which can be  easily restarted. Even in the case the key uaed to protect 
the authenticity is different from the one used t o  protect the privacy, care i8 neceesary. 
Indeed if ahort rneasagea are sent, it i 8  trivial to prove that a similar attack id still valid. 
The time needed t o  break, increase8 only linearly with the length of the message. This 
is a consequence of the linearly increasing time to calculate the authenticator, and as a 
consequence of the exhaustive attack. Similar as in the above case, it does not help to 
modify the key frequently. Suck aituatdoncr of short rneaaages cara be forced w i t h  chosen 
t ez t  attacka! Better exhaustive machines (than the one discussed in 1131) can make the 
discussed attacks cheaper, faster and so on. This discussion is certainly outside the scope 
of this paper (for more details see [7]). 

Each encryption algorithm which is ‘kimilar” as DES suffers from this attack. The 
meaning of “similar” is explained in [HI. One could wonder if it would not be better to 
use always the so called “triple encryption” in order to avoid such and similar attacks. 
But even in that case we recommend that the key used to protect the privacy S’o digerent 
from the key used to protect the authenticity. 

6. Can a public key scheme protects the authenticity with- 
out privacy? 

6.1. Introduction 

It is evident that the RSA scheme [19]1[20] can protect (today) the authenticity of 
short messages (taken into consideration that a secure key is chosen (41). However not SO 

much research is done to protect the authenticity of long messages with RSA. Indeed, if one 
divides the message up in blocks and authenticates the blocks separately then a n  active 
eavesdropper c a n  mix the blocks up, repeat them, delete some, and so on. To protect 
the authenticity of long messages, some authors propose the use of hashing functions, 
or propose to use DES and to distribute the key with RSA, or to use a protocol that  
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f ixed message 
pat te rn  ’ 

’‘ 

secret  key 

Figure 2: CBC mode with a public key algorithm to protect authenticity 

“ping-pongs” the message from sender to receiver and back and so on. However these 
ideas have several disadvantages: 

hashing functions suffer mostly from “meet-in-the-middle” attacks [I] 
protocols, hashing functions and DES are extra costs 
ping-pong protocols slow down the communication 

hashing functions and DES do not allow the protection of the authenticity without 
ezcluding the possibility to transmit aecret information. In some cases this is not 
acceptable e.g., as in arm limitation control [22] or if some country does not allow 
that encrypted messages are sent to foreign countries. Using a hashing function 
or DES, the authenticator can be replaced (e.g. partly) by secret information. 
random can not be used, because it can be misused for sending secret information. 

We wonder if in a public key system privacy and authenticity are completely separable 
under the conditions mentioned (we don’t use hashing functions, or a conventional cryp- 
tosystem, or a ping-pong protocol, o r  random). We will now come up with a mode to 
protect the authenticity of long messages, however the presented scheme is not secure. 

6.2. An insecure proposal 

In the scheme we use a CBC mode (see Figure 2) to protect the authenticity. The 
sender uses a feedforward and the decryption algorithm with his secret key. The message 
is followed by a h e d  pattern A as authenticator (a  variable one could contain secret 
information, what we do  not want), The receiver uses a feedback and the encryption 
algorithm with the public key of the sender. The initial contents of the registers used in 
the feedforward and feedback is fixed and publicly known. otherwise we protect partly the 
privacy. We call this initial contents I. Because a feedback has a large error propagation 
one could expect that this system is secure. However this scheme is insecure if an active 
eavesdropper know one block, e.g. I. Because the receiver uses the public key, an active 
eavesdropper is able to  follow exactly what the contents of the register is in the device of 
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the receiver, he is also able to see what the output is and so on. He can now attack the 
protection by modifying arbitrary all sent blocks, except the last one corresponding with 
the authenticator. He will also modify the last transmitted block, however he calculates 
the modification such that the receiver still receives the authenticator A. Because he is able 
to  do all the calculations the  receiver does, he knows the previous last received message 
block M‘,. If the active eavesdropper would uot have modified the transmitted blocks the 
receiver would have received M, instead of x. The last block transmitted by the sender 
is M, @ D ( A ) ,  where D(.) is the decryption operation. If the active eavesdropper exors 
M, eMn with the last block, the receiver will accept the message. 

Using this attack the received message will probably be “garbage’, nevertheless it 
will be accepted in an automatic system. For terrorists it does not matter if the received 
text is garbage, sabotage is enough. The active eavesdropper knows however the message 
that the receiver will receive and c a n  try to come up  with better “garbage”. 

The mode here proposed is insecure, and one can wonder if a secure mode exists. 
As long as no secure mode is found to protect the authenticity of long messages without 
protecting privacy and which satisfies the mentioned conditions, we have to conclude that 
authenticity c a n  not be cornpktely separated from privacy. This conclusion would be 
strange! 

7. Conclusions 

7.1. Overview of the presented results 

We came up with several unconditionally secure authentication schemes. Nevertheless 
that they are not perfect in the sense of Simmons definition, the last unconditionally secure 
scheme proposed in our paper is more practical than the perfect ones. 

We came up with stream ciphers which protect the authenticity. 

We demonstrated tha t  the ideas of Denning [4] about conventional systems are over- 
simplified. There exist conventional systems that protect the privacy but not the authen- 
ticity (e.g. Vernam one-time pad). 

The protection of privacy and the protection of authenticity (and integrity) are partly 
separable, we wonder if they are completely separable. 

7.2. Advices for users 

I€ you need to protect privacy and authenticity use different keys for the different 
purposes. 

Use triple encryption in DES. A standard (e.g. ANSI, ISO) which does not always 
use triple encryption is unacceptable. This is true as well as for the protection of the 
authenticity as well as for the protection of privacy (A full discussion would be too long 
and out of the scope of this paper, see [S] and (131). 
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