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Abstract. Let $F$ be a $n$-variate polymomial with deg $F=d$ over an infinite field $k_{0}$. Absolute primality of $F$ can be decided randomly in time polynomial in $n$ and exponential in $d^{5}$ and determinalistically in time exponential in $d^{6}+n^{2} d^{3}$.

Let $\mathrm{k}_{0} \subset \mathrm{k}$ fields, k being algebraically closed.
We call a polynomial $F \in k_{p}\left[X_{1}, \ldots, X_{n}\right]$ in the indeterminates $X_{1}, \ldots, X_{n}$ over $k_{0}$ absolutely prime, if $F$ is prime over $k$. With other words: $F$ is absolutely prime if $F$ is prime considered as an element of $k\left[X_{1}, \ldots, X_{n}\right]$. We remark that the notion of absolute primality doesn't depend on the specific algebraically closed extension of $k_{0}$ we have chosen. For example, $F \in \mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$ is absolutely prime iff it is prime over $\mathbb{C}$. ( $\mathbb{Q}$ denotes as usual the rational and $\mathbb{C}$ the complex numbers.)

If $n=1$ the absolutely prime polynomials are exactly the linear ones. For $n \geqq 2$ there is no chance of such a general and simple description of the absolutely prime polynomials over given ground field $k_{0}$, even if $k_{0}$ is algebraically closed. (This would solve the problem of classifying algebraic varieties up to birational equivalence.)
However, if we can effectively perform arithmetic operations in $k$, we can decide whether a given polynomial over $k$ is absolutely prime or not, since we have algorithms for quantifier elimination in the first order theory of $k$. For given polynomial $F \in k_{0}\left[X_{1}, \ldots, X_{n}\right]$ with degree $\operatorname{deg} F=d$ we write up a first order formula in the coefficients of $F$ which says that $F$ has no factor of degree $0<d^{\prime}<d$. Such a formula contains $b \cdot \frac{(n+d)^{n}}{(n-1)^{2}}$ bounded variables and as much quadratic polynomials, where $b>0$ is some constant. The best known quantifier elimination algorithms for algebraically closed fields are polynomial in degree and number of polynomials appearing in the formula but hyperexponential in the number of variables. (Compare [5]). If we apply such an algorithm to our problem to decide whether $F$ is absolutely prime or not, weed $02^{\frac{(n+\alpha)^{B n}}{(n-1)!}}$
absolutely prime or not, we need $o\left(2^{(n-1) .}\right.$, steps to get a quantifier free formula in the coefficients of $F$ which is true iff $F$ is absolutely prime, for $B>0$
some constant. Even if verifying polynomial identities in $k_{0}$ is free, this straight forward algorithm has a complexity which is hyperexponential in degree and triple exponential in the number of variables.

Our main result can be stated as follows:

Theorem 1: Let $\mathrm{k}_{0}$ be an infinite field. Then there exist constants $\mathrm{c}>0$ and $\mathrm{c}>0$ such that absolute primality of any multivariate polynomial $F$ over $k_{0}$ can be decided randomly

$$
\text { in } \mathrm{cn}^{\mathrm{d}} 2_{2}^{\mathrm{cd}^{5}} \text { arithmetical steps (the operations: }+, \star, / \text { ) }
$$

where $n$ is the number of indeterminates appearing in $F$ and $d=\operatorname{deg} F$. The deterministic bound for the decision procedure is

$$
C_{1} 2^{c_{1}\left(d^{6}+n^{2} d^{3}\right)}
$$

for some constants $\mathrm{C}_{1}>0, \mathrm{c}_{1}>0$.
In the case of $k_{0}=Q$ we have an encoding of the elements of $k_{0}$ on a Turing Machine tape such that the arithmetical operations of $k_{0}$ can be performed in time quadratic in the length of the input.
In this case the Turing complexity of the random procedure is bounded by

$$
c_{2} n^{2 d} 2^{c_{2} d^{5}}{ }_{\sigma(F)^{2}}
$$

where $\sigma(F)$ denotes the maximal length of the coefficients of $F$ in the encoding, and $C_{2}>0, C_{2}>0$ are some constants.
The deterministic Turing complexity of our procedure is bounded by

$$
C_{3} 2^{c_{3}\left(d^{6}+n^{2} d^{3}\right)} \sigma(F)^{2}
$$

for suitable $C_{3}>0, c_{3}>0$.
If char $k_{0}=p>0$ and if $k_{0}$ is the algebraic closure of its prime field $\mathbf{z}_{\mathrm{p}}$, similar results hold with $\sigma(F):=(\operatorname{deg} F)^{5}$.

The assumption for $k_{0}$ to be infinite is not essential. In fact, our decision procedure works for any coefficient field $k_{0}$ and for any polynomial $F$ over $k_{0}$ provided that $\# \mathrm{k}_{0} \geq \mathrm{C}_{4} 2^{\mathrm{C}_{4}(\text { deg } \mathrm{F})^{5}}$ for sone universal constants $\mathrm{C}_{4}>0, \mathrm{c}_{4}>0$. So, working in a finite extension of $k_{0}$, if necessary, we can apply our decision procedure also to the case of $k_{0}$ to be finite.

Our methods don't depend on the charakteristic of $k_{0}$. So, for the sake of simplicity, we shall restrict ourselves to the case $k_{0}=Q$.

We need some algebraic geometry. Terminology and prerequisites are given for example in [1] and [4] or can be found (with exception of the Bezout inequality [1], [2]) in any standard text book about classical algebraic geometry, for instance [9] or [7] . Furthenmore, we need a General Hyperplane Section Lenma, which we state in the following form :

Lenma 2: Let $k$ be algebraically closed and $X_{1}, \ldots, X_{n}$ indeterminates over $k$. Let $p$ be a prime ideal of $k\left[X_{1}, \ldots, X_{n}\right]$ which defines an affine subvariety of $k^{n}$ of dimension $r \geqq 2$. Let $A_{i j}, A_{i}, i=1, \ldots r-1, j=1, \ldots, n$ be transcendent quantities over $k$, and let $K$ be an algebraically closed field containing $k$ and $A_{i j}, A_{i}, i=1, \ldots, r-1, j=1, \ldots, n$.
Then the ideal $p+\left(X_{1}-\sum_{1<j} A_{1 j} X_{j}-A_{1} \ldots, X_{r-1}-\sum_{r-1<j} A_{r-1} X_{j}-A_{r-1}\right)$ is prime in $K\left[X_{1}, \ldots, X_{n}\right]$.

We apply Lemma 2 in the case $k=\mathbb{C}$ and $p=(F)$, where $F \in \mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$ with $n \geqq 2$ and $\operatorname{deg} \mathrm{F}=\mathrm{d}$ is the polynomial from which we want to decide if it is absolutely prime or not. In this case $r=n-1$.

Let $R$ be the polynomial ring generated over $Q$ by $A_{i j}, A_{i}, i=1, \ldots, n-2, j=1, \ldots, n$, $L$ the fraction field of $R$, and $K$ be an algebraically closed field containing $L$ and $\mathbb{C}$.
Let $\varphi: \mathbb{Q}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{n}}\right] \rightarrow \mathrm{R}\left[\mathrm{X}_{\mathrm{n}-1}, \mathrm{X}_{\mathrm{n}}\right]$ be the $\mathbb{Q}$-algebra homomorphism obtained by successively substituting $X_{i}$ by $\sum_{j>i} A_{i j} X_{j}+A_{i}$.
Then (F) and (F) $+\left(X_{1}-\sum_{j>1} A_{1 j} X_{j}+A_{1}, \ldots X_{n-2}-\sum_{j>n-2} A_{n-2} X_{j}-A_{n-2}\right)$ have the same image ( $\mathrm{F}^{*}$ ) , where $\mathrm{F}^{*} \in \mathrm{R}\left[\mathrm{X}_{\mathrm{n}-1}, \mathrm{X}_{\mathrm{n}}\right]$ with $\operatorname{deg} \mathrm{F}^{*}=\mathrm{d}$. Note that the coefficients of $F^{*}$ are polynomials in $A_{i j}, A_{i}, i=1, \ldots, n-2, j=1, \ldots, n$ of degree $\leqq d$. Furthermore, if the degree of $F$ in $X_{n}, \operatorname{deg} X_{n} F=\operatorname{deg} F$, then $\operatorname{deg} X_{n} F^{*}=\operatorname{deg} F^{*}$, and the leading coefficient of $X_{n}$ in $F^{*}$ is in $\mathbb{Q}$. Now we extend $\varphi$ to a $\mathbb{C}$-algebra homomorphism $\mathbb{C}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{n}}\right] \rightarrow \mathrm{K}\left[\mathrm{X}_{\mathrm{n}}-1, \mathrm{X}_{\mathrm{n}}\right]$. By the General Hyperplane Section Lemma,

$$
F \text { prime in } \mathbb{C}\left[X_{1}, \ldots, X_{n}\right] \text { implies } F^{*} \text { prime in } K\left[X_{n-1}, X_{n}\right] .
$$

Obviously, $F$ reducible in $\mathbb{C}\left[X_{1}, \ldots, X_{n}\right]$ implies $F^{*}$ reducible in $K\left[X_{n-1}, X_{n}\right]$.

So we have finally :

$$
E \text { absolutely prime iff } F^{*} \text { absolutely prime. }
$$

Since $k_{0}=0$ is infinite, we may, after a suitable linear transformation of $\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{n}}$, assume that $\operatorname{deg} F=\operatorname{deg} \mathrm{X}_{\mathrm{n}} F$.
So far, we have reduced the problem of deciding absolute primality of $F$ to the case of deciding absolute primality of some other polynomial $F^{*}$ in only the two variables $X_{n-1}, X_{n}$ over some extension field $L$ of $Q$. We have $\operatorname{deg} F^{*}=\operatorname{deg} F=d$, and we may assume $\operatorname{deg} X_{n} F^{*}=d$, the leading coefficient of $X_{n}$ in $F^{*}$ being 1 , if $d>0$. Furthemore, we keep in mind that the coefficients of $F^{*}$ are polynomials in $\leqq n(n-2)$ indeterminates over $Q$.

In the sequel let $L$ be any field containing $k_{0}=\mathbb{Q}, X, Y$ indeterminates over $L$, $K$ the algebraic closure of $L$, and $F \in K[X, Y]$, with $d=\operatorname{deg} F=\operatorname{deg} Y>0$. Let $m=d^{2}$ and $x_{1}, \ldots, x_{m} m$ different numbers of $\mathbb{Q}$, for example $1, \ldots, d^{2}$.

Lemma 3: $F$ is reducible over $K$ iff there exist $0<d^{\prime}<d$ and $y_{11}, \ldots, y_{1 d}, \ldots, y_{m 1}, \ldots, y_{m d^{\prime}} \in K$ such that

$$
F\left(x_{i}, Y_{i j}\right)=0 \quad \text { for } i=1, \ldots, m \quad j=1, \ldots, d^{\prime}
$$

and such that the inhomogeneous linear equation system
(*)

$$
\sum_{k \leqq d^{\prime}-1}^{\sum} G_{k l} x_{i}^{k}=(-1)^{1} \sigma_{1}\left(y_{i 1}, \ldots, y_{i d^{\prime}}\right) \quad 1=1, \ldots, d^{\prime}, i=1, \ldots, m
$$

$$
G_{0 d^{\prime}}=1
$$

in the unknowns $G_{k l}, k=0, \ldots, d^{\prime}, l=0, \ldots, d^{\prime}, k+l \leqq d^{\prime}$ has a solution in $k^{\binom{d^{\prime}+1}{d^{\prime}-1}}$

- $\sigma_{j}$ denotes the $j$-th elementary symmetric polynomial in d' variables.

Proof: If $F$ is reducible over $K$, let $G$ be a factor of $F$ with $0<d^{\prime}=$ deg $G<d$. Since $\operatorname{deg} Y F=\operatorname{deg} F$ we have $\operatorname{deg}_{Y} G=\operatorname{deg} G>0$, and we may assume that the leading coefficient of $Y$ in $G$ is 1 .
Let $G=\underset{\substack{0 \leqq k, 1 \\ k+d \leqq d^{\prime}}}{g_{k l} X^{k} Y^{l} .}$.
Since $K$ is algebraically closed and the leading coefficient of $Y$ in each $G\left(X_{i}, Y\right)$ is 1 , we can choose for each $i=1, \ldots, m \quad y_{i, 1}, \ldots, Y_{i d}$ such that

$$
G\left(x_{i}, Y\right)=\prod_{1 \leqq j \leq d^{\prime}}^{\pi}\left(Y-y_{i j}\right)
$$

Then we have for each $1=1, \ldots, d^{\prime}$

$$
\underset{k \leqq d^{d}-1}{\sum} g_{k I} x_{i}^{k}=(-1)^{1} \sigma_{1}\left(y_{i 1}, \ldots, y_{i d^{\prime}}\right) \quad \text { and } \quad g_{0 d^{2}}=1
$$

so (*) has a solution and $F\left(x_{i}, y_{i j}\right)=0$ for $i=1, \ldots, m, j=1, \ldots, d^{r}$.
Now suppose $F$ prime over $K$. If there exist $0<\mathrm{d}^{1}<\mathrm{d}$ and $\mathrm{y}_{11}, \ldots, \mathrm{y}_{1 \mathrm{~d}^{\prime \prime}}, \ldots, \mathrm{y}_{\mathrm{m} 1}, \ldots, \mathrm{y}_{\mathrm{md}}{ }^{*}$ such that $F\left(x_{i}, y_{i j}\right)=0$ for $i=1, \ldots, m, j=1, \ldots, d^{\prime}$ and such that ( $*$ ) has a solution $\left(g_{k l}\right)_{\substack{0 \leqq k, 1 \leqq d^{\prime} \\ k+1 \leqq d^{\prime}}}$ in $K^{\binom{d^{\prime}+1}{d^{\prime}-1}}$, let

$$
G:=\underset{\substack{0 \leqq k, 1 \\ k+1 \leqq d^{1}}}{\Sigma} g_{k l} X^{k} Y^{1} \in K[X, Y]
$$

Clearly, $\operatorname{deg} G=d^{\prime}$ and $G\left(x_{i}, Y_{i 1}\right)=0$ for $i=1, \ldots, m$. So $\#\{F=0\} \cap\{G=0\} \geqq m=d^{2}$ since the $\left(x_{1}, y_{11}\right), \ldots,\left(x_{m}, Y_{m 1}\right)$ are all different conmon zeroes of $F$ and $G$. On the other side $G$ is not a multiple of $F$, since $\operatorname{deg} G=d<d=\operatorname{degF}$. So, by the Dimension Theorem, \#\{F=0\} $\cap\{G=0\}<\infty$, since $F$ is prime. Then, by the Bezout Inequality [1] follows $\#\{F=0\} \cap\{G=0\} \leqq \operatorname{deg} F \cdot \operatorname{deg} G=d d^{\prime}<d^{2}$, a contradiction.

The entries of the matrix of (*) are in $Q$ and only dependent on the choice of $\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{m}}$. Applying Gauss elimination we can exprime the solvability of ( $*$ ) saying that some $\leqq d^{2}=m \quad Q$-linear combinations of the set \{1\} $u\left\{\sigma_{1}\left(y_{i 1}, \ldots, y_{i d^{\prime}}\right) ; 1=1, \ldots, d^{\prime}, i=1, \ldots, m\right\}$ have to be 0 .
Given $x_{1}, \ldots, x_{m} \in \mathbb{Q}$ we can compute the coefficients of these linear combinations in $O\left(d^{12}\right)$ arithmetical steps.

With these preparations we have the following corollary of Lema 3 :
Let $Y_{i j}, i=1, \ldots, m, j=1, \ldots, d-1$, new indeterminates over $K$.

Corollary 4 : Given $F \in L[X, Y]$ with $d=\operatorname{deg} F=\operatorname{deg} Y F>0$ and given $m=d^{2}$ different numbers $x_{1}, \ldots, x_{m} \in Q$.
With $O$ ( $2^{c d}$ ) arithmetical steps (where $c>0$ is some constant) there can be computed the coefficients of polynomials
$H_{11}, \ldots, H_{m 1} \in Q\left[Y_{11}, \ldots, Y_{m 1}\right], \ldots, H_{1 d-1} \ldots H_{m d-1} \in Q\left[Y_{11}, \ldots, Y_{1 d-1}, \ldots, Y_{m 1}, \ldots, Y_{m d-1}\right]$ of degree $\leqq \mathrm{d}$, with the following property :
$F$ is reducible over $K$ iff there exists $0<d^{\prime}<d$ such that the ideal generated by $\left\{F\left(x_{i}, Y_{i j}\right) ; i=1, \ldots, m, j=1, \ldots, d^{d}\right\} \cup\left\{H_{i d^{\prime}}\left(Y_{11}, \ldots, Y_{m d^{i}}\right) ; i=1, \ldots, m\right\} \quad$ in I[ $\left.Y_{11}, \ldots, Y_{m d^{\prime}}\right]$ has a zero in $K^{m^{\prime}}$.

Corollary 4 is nothing but a refomulation of Lemm 3, avoiding algebraic elements over $L$. We omit its proof.
For given $0<d^{7}<d$ the $H_{1} d^{\prime}, \ldots, H_{m} d^{\prime}$ are linear combinations over 0 of 1 and the $d^{\prime}$-variate elementary symmetric polynomials in the variable sets $\left\{Y_{11}, \ldots, Y_{1 d^{\prime}}\right\}, \ldots,\left\{y_{m 1}, \ldots, Y_{m d^{\prime}}\right\}, H_{11}, \ldots, H_{m d-1}$ can be chosen uniformiy for all $F \in L[X, Y]$ with $d=\operatorname{deg} F=\operatorname{deg}_{Y} F>0$.

Let $0<d^{\prime}<d$. Put $r=m d^{\prime}$ and give the elements of $\left\{(i, j): i=1, \ldots, m, j=1, \ldots, d^{\prime}\right\}$ numbers $s=1, \ldots, r$.
For $s$, the number of $(i, j)$, write $Y_{S}:=Y_{i j}, F_{S}\left(Y_{S}\right):=F\left(X_{i}, Y_{i j}\right)$ and $H_{S}\left(Y_{1}, \ldots, Y_{S}\right):=H_{i j}$. Note that $\operatorname{deg} F_{S}=d$, and that the leading coefficient of $F_{S}$, $s=1, \ldots r$, is 1 .
Let $U_{1}, \ldots, U_{r}$ be new indeterminates over $K$, and let $\tilde{K}$ be the algebraical closure of $\mathrm{K}\left(\mathrm{U}_{1}, \ldots, \mathrm{U}_{\mathrm{r}}\right)$.
Since for each $s=1, \ldots, r \quad F_{S}$ is a polynomial of degree $d>0$ in only the indem terminate $X_{S}$, the following equivalence holds :
the ideal generated by

$$
\left\{F_{S} ; s=1, \ldots, r\right\} \cup\left\{H_{S} ; s=1, \ldots, r\right\}
$$

in $L\left[Y_{1}, \ldots, Y_{r}\right]$ has a zero in $K^{r}$ iff
the ideal generated by

$$
\left\{F_{s} ; s=1, \ldots, r\right\} \cup\left\{U_{1} H_{1}+\ldots+U_{r} H_{r}\right\}
$$

in $L\left(U_{1}, \ldots, U_{r}\right)\left[Y_{1}, \ldots, Y_{r}\right]$ has a zero in $\tilde{K}^{r}$.

Now we are ready to work with resultants.
We define a sequence $R_{1}, \ldots, R_{0}$ of polynomials with $R_{s} \in L\left[U_{1}, \ldots, U_{r}, Y_{1}, \ldots, Y_{S}\right]$ for $s=1, \ldots, r$ and $R_{0} \in \mathbb{L}\left[U_{1}, \ldots, U_{r}\right]$ such that the following holds:
the ideal generated by $\left\{\mathrm{F}_{s} ; s=1, \ldots, r\right\} \cup\left\{U_{1} H_{1}+\ldots+U_{r} H_{r}\right\}$ in $L\left(U_{1} \ldots, U_{r}\right)\left[Y_{1}, \ldots, Y_{r}\right]$ has a zero in $\tilde{K}^{r}$ iff $\quad R_{0}=0$.

The construction of $R_{r}, \ldots, R_{0}$ :
Put $\mathrm{R}_{\mathrm{r}}:=\mathrm{U}_{1} \mathrm{H}_{1}+\ldots+\mathrm{U}_{\mathrm{r}} \mathrm{H}_{\mathrm{r}}$.
For $s=1, \ldots, r-1$ let $R_{S+1} \in L\left[U_{1}, \ldots, U_{x}, Y_{1}, \ldots, Y_{S+1}\right]$ be already constructed.
Let $D$ be the resultant of $R_{S+1}$ und $F_{S+1}$ (eliminating $Y_{S+1}$ ).
Then $D \in L\left[U_{1}, \ldots, U_{r}, Y_{1}, \ldots, Y_{S}\right]$. Since $F_{1}, \ldots, F_{s}$ are 1 -variate polynomials in the indeterminates $Y_{1}, \ldots, Y_{S}$ respectively, division with remainder by $F_{1}, \ldots, F_{S}$ is defined in $L\left[U_{1}, \ldots, U_{r}, Y_{1}, \ldots, Y_{S}\right]$. Now divide $D$ by $F_{1}$, then its remainder by $F_{2}$ and continue this procedure for $F_{3}, \ldots, F_{S}$. We define $R_{S}$ to be the polynomial finally obtained in this way. $\mathrm{R}_{\mathrm{S}}-\mathrm{D}$ is in the ideal generated by $\mathrm{F}_{1}, \ldots, \mathrm{~F}_{\mathrm{S}}$ in $\mathrm{L}\left[\mathrm{U}_{1}, \ldots, \mathrm{U}_{\mathrm{r}}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{\mathrm{S}}\right]$ 。
Furthermore, we have $\operatorname{deg} Y_{1} R_{S}, \ldots, \operatorname{deg} Y_{S} R_{S}<d$ Finally we put $R_{0}$ to be the resultant of $R_{1}$ und $F_{1}$. Since $\operatorname{deg} \mathrm{F}_{1}=\ldots=\operatorname{deg} \mathrm{F}_{\mathrm{S}}=\mathrm{d}>0$ one sees inductively: The ideal generated by $\left\{F_{S} ; s=1, \ldots, r\right\} \cup\left\{U_{1} H_{1}+\ldots+U_{r} H_{r}\right\}$ in $L\left(U_{1}, \ldots, U_{r}\right)\left[Y_{1}, \ldots, Y_{r}\right]$ has a zero in $\tilde{K}^{r}$ iff $R_{0}=0$.

Note for later application, that, if the coefficients of F are $\mathrm{n}(\mathrm{n}-2)$-variate polynomials over $Q$ of degree $\leqq \mathbb{d}$, then $R_{0}$ is a $n(n-2)+r$-variate polynomial over $\mathbb{Q}$ of degree $o\left(d^{2 d^{2}}\right)$.
$R_{r}, \ldots, R_{0}$ are defined by an algorithm. To compute $R_{0}$ we have to perform $O\left(d^{12} d^{4}\right)$ arithmetical operations in $L\left(U_{1}, \ldots U_{r}\right)$.
Note that the sequence $R_{r}, \ldots, R_{0}$ depends on $F$ and $0<d^{\prime}<d$. So let us write $r_{d^{\prime}}^{F}:=R_{0}$.

Putting together all our material, the following proposition is self explanatory :

Proposition 5: Let $U_{1}, U_{2}, \ldots$ be indeterminates over $L$. There is a constant $c>0$ such that for each $F \in L[X, Y]$ with $d=\operatorname{deg} F=\operatorname{deg} Y F$ there can be computed $\mathrm{d}-1$ quantities $\mathrm{r} 1_{1}^{\mathrm{F}}, \ldots, \mathrm{r}_{\mathrm{d}-1}^{\mathrm{F}} \in \mathrm{L}\left[\mathrm{U}_{1}, \ldots \mathrm{U}_{\mathrm{d}^{3}}\right]$ with $O\left(2^{c d^{5}}\right.$ ) arithmetical operations over $L\left(U_{1}, \ldots, U_{d^{3}}\right)$ such that the following holds:

F absolutely prime $\Leftrightarrow \quad \mathrm{r}_{1}^{\mathrm{F}} \neq 0, \ldots, \mathrm{r}_{\mathrm{d}-1}^{\mathrm{F}} \neq 0$.

Now we turn back to the situation we started from.

Let $\mathrm{F} \in \mathrm{Q}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{n}}\right]$. We want to decide the absolute primality of $F$. Without loss of generality we may assume $n \geqq 2$ and $d=\operatorname{deg} F>0$. By a linear transformation of $X_{1}, \ldots, X_{n}$ which costs at most $O\left(n^{d}\right)$ arithmetical operations in $Q$ we may furthermore assume $\operatorname{deg} F=\operatorname{deg} X_{n} F$. Let $A_{i j}, A_{i}, i=1, \ldots, n-2, j=1, \ldots, n$ and $\mathrm{U}_{1}, \ldots, \mathrm{U}_{\mathrm{d}}$ be indeteminates over C , let R the polynomial ring generated over $Q$ by $A_{i j}, A_{i}, i=1, \ldots, n-2, j=1, \ldots, n, L$ the fraction field of $R$ and $F^{*} \in R\left[X_{n-1}, X_{n}\right]$ as at the begiming. We have $d=\operatorname{deg} F^{*}=\operatorname{deg} X_{n} F^{*}$, and we may assume that the leading coefficient of $X_{n}$ in $F^{*}$ is 1 .

To $F^{*}$ we can apply Proposition 5. We have $T F_{1}^{*}, \ldots, F^{*} d_{1} \in R\left[U_{1}, \ldots, U_{d^{3}}\right]$ and $\operatorname{deg} r_{1}^{F^{*}} \ldots, \operatorname{deg} r_{d-1}^{F^{*}} \leqq C_{0} d^{2} d^{2}$ and $r F_{1}^{F^{*}}, \ldots, r_{d-1}^{F^{*}}$ can be computed in $\mathrm{L}\left(\mathrm{U}_{1}, \ldots \mathrm{U}_{\mathrm{r}}\right)$ with $\mathrm{C}_{1} 2^{\mathrm{C}_{1} \mathrm{~d}^{5}}$ arithmetical operations, where $\mathrm{C}_{0}>0, \mathrm{C}_{1}>0$ and $\mathrm{C}_{1}>0$ are constants not depending on $F$. Furthermore, we have :

$$
\mathrm{F} \text { absolutely prime iff } \mathrm{r}_{1}^{\mathrm{F}^{*}} \neq 0, \ldots, \mathrm{r}_{\mathrm{d}-1}^{\mathrm{F}} \neq 0
$$

Let $N:=(n-2) n+d^{3} \cdot r_{1}^{F^{*}}, \ldots, r{ }_{d-1}^{F^{*}}$ are $N$-variate polynomials over $\mathbb{Q}$ which we interprete as functions on $Q^{N}$. Going back to the construction of $r_{1}^{F^{*}}, \ldots, r_{d-1}^{F^{*}}$ by resultants, we see that we can evaluate $r F_{1}^{F^{*}} \ldots, r{ }_{d-1}^{*}$ at any $z \in \mathbb{Q}^{N}$ in $C_{3} n^{d}{ }_{2} c_{3} d^{5}$ arithmetical steps, where $C_{3}>0$ and $c_{3}>0$ are constants. Since $r_{1}^{F^{*}}, \ldots, r_{d-1}^{F^{*}}$ have degree $\leqq C_{0} d^{2} d^{2}$ we have to evaluate them at $\left(C_{0} d^{2 d^{2}}\right)^{N}$ points of $Q^{N}$ to check whether they all are different from 0 or not.

This gives the deterministic bound stated in Theorem 1 for the problem to decide absolute primality of $F$, namely

$$
0\left(2^{c_{4}\left(d^{6}+n^{2} d^{3}\right)}\right) \text { for some } c_{4}>0
$$

In order to get the probabilistic bound of Theorem 1, we apply [4], Theorem 4.4.

$$
\begin{array}{rll}
\text { Let } v & :=r_{2} c_{1} 2^{c_{1} d^{5}}\left(C_{0} d^{2} d^{2}+1\right)^{2} 7 & \text { and } \\
& q:=r_{6}\left(c_{1} 2^{\left.c_{1} d^{5}+1\right)\left(c_{1} 2^{c_{1}} d^{5}+2\right) 7}\right. \text { where }
\end{array}
$$

${ }^{r} 7$ denotes the least upper integer bound.

We have $v, q \leq C_{4} 2^{C_{4}} d^{5}$ for some $C_{4}>0, C_{4}>0$.

Let $[\mathrm{v}]=\{1, \ldots, \mathrm{v}\}$. Then by [4], Theorem 4.4 any randomly chosen sequence $z_{1}, \ldots, z_{q} \in[v]^{N} \subset \mathbb{Q}^{N}$ is with probability $\geqq 1-v^{-\frac{q}{6}}>\frac{1}{2}$ a correct test sequence for the complexity class of $\mathrm{r}_{1}^{\mathrm{F}} \ldots \ldots, \mathrm{F} \mathrm{F}_{\mathrm{d}}^{\mathrm{*}}$. . With other words : The probability that $r_{1}^{F^{*}} \neq 0, \ldots, r_{d-1}^{F^{*}} \neq 0$ but for some $i=1, \ldots, d-1 \quad r_{i}^{F^{*}}\left(z_{1}\right)=0, \ldots, r_{i}^{F^{*}}\left(z_{q}\right)=0$ is $\leq v^{-\frac{q}{6}}<\frac{1}{2}$.
To compute $r_{1}^{F^{*}}\left(z_{1}\right), \ldots, r_{1}^{F^{*}}\left(z_{q}\right), \ldots, r_{d-1}^{F^{*}}\left(z_{1}\right), \ldots, r_{d-1}^{F^{*}}\left(z_{q}\right)$ we need $C_{5} n^{d} 2^{C_{5}} d^{5}$ arithmetical steps, $C_{5}>0, C_{5}>0$ being constants.

To decide absolute primality of $F$ choose randomly a sequence $z_{1}, \ldots, z_{q} \in[v]{ }^{N}$ and check if for any $i=1, \ldots, d-1$ there is a $j=1, \ldots, q$ such that $r_{i}^{F^{*}}\left(z_{j}\right) \neq 0$. If this is the case, decide $F$ to be absolutely prime, otherwise that $F$ is reducible over $\mathbb{C}$.

This is a random algorithm for deciding absolute primality of $F$ working in $C_{5} n^{d} \quad C_{5} d^{5}$ arithmetical steps as stated in Theorem 1.

The Turing complexity bounds of Theorem 1 are straight forward by analyzing the algorithms step by step and verifying that the length of the numbers involved doesn't grow too much.

Remarks to the proof of Theorem 1 :
The use of the Bezout-Inequality in the case of $n=2$ can be avoided by using resultants. But then, the proof, thus elementarized, is less elegant and gives slightly worse bounds. This elementarized proof can easily be generalized to arbitrary $n \geqq 2$. But then, the bounds become hyperexponential in $n$. The great advantage of using the General Hyperplane Section Lemma is that the bounds become polynomial in $n$ in the random case and simply exponential in $n$ in the deterministic case.

Finally we are going to say some words about the connection of Theorem 1 with the problem to decide whether a given set of polynomials defines an irreducible algebraic set.
For the sake of simplicity assume $k_{0}=k$ algebraically closed.

Let $\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}}$ indeterminates over k .
Let $F_{1}, \ldots, F_{m} \in k\left[X_{1}, \ldots, X_{n}\right]$ and $d:=\sum_{1 \leqq k \leqq m} \operatorname{deg} F_{k}$.
Let $V:=\left\{F_{1}=0, \ldots, F_{m}=0\right\}$, the set of common zerces of $F_{1}, \ldots, F_{m}$ in $k^{n}$. For given $F_{1}, \ldots, F_{\mathrm{m}}$ we want to decide whether V is irreducible or not.

As in [1], [2], define $\operatorname{deg} \mathrm{V}:=\quad \underset{C}{\sum}$ component of V deg C .
By [2], Corollary 1, [1], Corollary 2 respectively, we have deg $V \leqq(1+d)^{n}$.
Let $r:=\quad \max \quad \operatorname{dim} C$ as in [4].

$$
\mathrm{C} \text { component of } \mathrm{V}
$$

If $r$ is known, we can use Theorem 1 to decide the irreducibility of $V$ :
As a consequence of [2], Lerma 1 and the proof of Lemma 3 there is a Zariski open set of $k^{n(r+1)}$ of linear maps $k^{n} \rightarrow k^{r+1}$ mapping $V$ on a reducible $r$-dimensional subset of $k^{r+1}$ if $V$ itself is reducible and on a $r$-dimensional irreducible subset of $k^{r+1}$ if $V$ is irreducible. By [2], Lerma 2 the degree of the image of $V$ is $\leqq(1+d)^{n}$.

This geometric fact can be translated into the language of formal manipulations :
Choose new indeterminates $A_{i j}, i=1, \ldots, r+1, j=1, \ldots, n$ and $Y_{1}, \ldots, Y_{r+1}$ over $k$. Let $L$ be the field generated by $A_{i j}, i=1, \ldots, r+1, j=1, \ldots, n$ over $k$. Consider $\left(F_{1}, \ldots, F_{m}\right)$ as an ideal in $L\left[X_{1}, \ldots, X_{n}\right]$.
Compute $G\left(Y_{1}, \ldots, Y_{r+1}\right) \in L\left[Y_{1}, \ldots, Y_{r+1}\right]$ with

$$
G\left(\sum_{1 \leqq j \leqq n} A_{1 j} X_{j} \cdots, \sum_{1 \leqq j \leqq n}^{\Sigma} A_{r+1 j} x_{j}\right) \in\left(F_{1}, \ldots, F_{m}\right), G \neq 0
$$

and $\operatorname{deg} \mathrm{G}$ minimal. By [6] or [10], Prop. 1 and the fact that $\operatorname{deg} \mathrm{V} \leqq(1+\mathrm{d})^{\mathrm{n}}$, this is possible in $O\left(d^{c} n^{2}\right)$ arithmetical operations in $k$, where $c>0$ is same constant. G is not a unit in $L\left[Y_{1}, \ldots, Y_{r+1}\right]$ and $\operatorname{deg} G \leq(1+d)^{n}$. So without loss of generality, we may assume $\operatorname{deg} \mathrm{y}_{1} \mathrm{G}>0$.

Let $D:=$ greatest cormon divisor of $G$ and $\frac{\partial G}{\partial Y_{1}}$ and $F:=\frac{G}{D}$ in $L\left[Y_{1}, \ldots, Y_{r+1}\right]$. We have $\operatorname{deg} F \leqq(1+d)^{n}$ and $F$ can be computed in $O\left(d^{2^{C n^{2}}}\right)$ arithmetical steps in $k$.

By our geometric fact it is easily seen that

$$
F \in L\left[Y_{1}, \ldots, Y_{r+1}\right] \text { absoiutely prime iff } \quad V \text { irreducible. }
$$

So we get for some $c_{1}>1$ a deterministic $0\left(2^{d_{1} n^{2}}\right)$ - bound for the problem to decide the irreducibility of $V=\left\{F_{1}=0, \ldots, F_{m}=0\right\}$, where $F_{1}, \ldots, F_{m} \in k\left[X_{1}, \ldots, X_{n}\right]$ and $d={ }_{1 \leq k \leq m} \sum_{k} \operatorname{deg} F_{k}$, if $r=\operatorname{dim} V$ is known .

This bound is much better than the bound obtained by converting the problem into a first order formula and applying then quantifier elimination, however, it is still hyperexponential in n .

The restriction that $r$ has to be known is not essential if we accept bounds hyperexponential in $n$. In fact, by [5] $r$ can be computed in $O\left(d^{C_{2} n^{2}}\right.$ ) steps, where $c_{2}>0$ is some suitable constant.

Putting this result together with the result presented in [3], we have for some $c_{3}>0, c_{4}>0$ a deterministic $0\left(d^{2^{c_{3} n^{2}}}+2^{d^{c_{4}} n^{2}}\right)$-procedure to decide

$$
\left(F_{1}, \ldots, F_{m}\right) \text { prime in } k\left[X_{1}, \ldots, X_{n}\right] \text { and } V:=\left\{F_{1}=0, \ldots, F_{m}=0\right\} \text { smooth. }
$$

This bound is very bad in $n$ but still simply exponential in $d$. In any case it is much better than bounds obtained by applying general quantifier elimination.

## Appendix

We prove the General Hyperplane Section Lemma (Lenma 2) modulo [8], Chapter VIII

## § 6 Iemma .

Let $k$ be an algebraically closed field, $S=k\left[\pi_{1}, \ldots, \pi_{n}\right]$ the coordinate ring of some (irreducible) affine $k$-variety of dimension $r \geq 2$.
Let $A_{i j}, A_{i}, i=1, \ldots, r-1, j=1, \ldots, n$ be indeterminates over $S, R$ the ring generated by $A_{i j}, A_{i}, i=1, \ldots, r-1, j=1, \ldots, n$ over $k, L$ the fraction field of $R$, and $K$ the algebraic closure of $L$. Let

$$
H_{i}:=\pi_{i}-\sum_{i<j}^{\sum} A_{i j} \pi_{j}-A_{i} \in R{ }_{k} S, i=1, \ldots, r-1,
$$

and write $\mathrm{T}:=\mathrm{R} \otimes_{\mathrm{K}} \mathrm{S} /\left(\mathrm{H}_{1}, \ldots \mathrm{H}_{\mathrm{r}-1}\right)$.
$\left(\mathrm{H}_{1}, \ldots, \mathrm{H}_{\mathrm{r}-1}\right)$ is the kernel of the homonorphism $\mathrm{R} \otimes_{\mathrm{K}} \mathrm{S} \rightarrow \mathrm{R} \otimes_{\mathrm{K}} \mathrm{S}$ which maps $\mathrm{A}_{i}$ on $\pi_{i}-\sum_{i<j} A_{i j} \pi_{j}, i=1, \ldots, r-1 . R \otimes_{k} S$, being a polynomial ring over $S$ has no zero divisors, hence $T$ as a subring of $R g_{k} S$ is an integral domain.

Let $Q$ be the fraction field of $T$.
By the methods used in [2], Lenma ? it can easily be seen that $R$ is a subring of $T$, hence $I$ is contained in $Q$. From [8], Chapter VIII §6 Lerma it follows that $L$ is algebraically closed in $Q$. We are going to show that $K \otimes_{\mathbb{R}} T$ is an integral domain.

Let $I_{\text {sep }}$ be the separable closure of $I$ in $K$. We first show that $I_{\text {sep }}{ }_{R} T$ is integral. If not, let $\xi \in L_{\text {sep }}$ such that $L(\xi) \otimes_{R} T^{T}$ contains zero divisors.

Let $X$ be an indeterminate over $Q$ and let $F(X) \in L[X]$ be the minimal polyomial of $\xi$ over $L$. Since $L(\xi) *_{R} T=\left(L *_{R} T\right)[\xi]$ contains zero divisors, $F$ is not irreducible considered as polynomial over $Q$.

Let $G$ be a factor of $F$ in $Q[X]$ with $\operatorname{deg} F>\operatorname{deg} G>0$ and leading coefficient 1 . The coefficients of $G$ are algebraic over $L$ and are in $Q$. Since $L$ is algebraically closed in $Q$, they are in $L$. So $G$ is a factor of $F$ in $L[X]$, which is impossible since $F$ is irreducible over $L$ and $0<\operatorname{deg} G<\operatorname{deg} F$. So our clain is shown in the case char $k=0$.

Now suppose char $k=p>0$. If $K \otimes_{R} T$ is not integral, then there are $z_{1}, z_{2} \in K \otimes_{R} T$ different from 0 such that $z_{1} z_{2}=0$. There exists a natural number $f$ such that $z_{1} p^{f}, z_{2} p^{f} \in Q_{\text {sep }}$, the fraction field of $L_{\text {sep }}{ }^{Q_{R} T}$. So we may assume $z_{1} p^{f}=0$. But then $z_{1} \in Q_{\text {sep }} \subset K \otimes_{R} T$, whence $z_{1}=0$. Contradiction. Now let $X_{1}, \ldots, X_{n}$ be indeterminates over $k, p \subset k\left[X_{1}, \ldots, X_{n}\right]$ a prime ideal defining a variety of dimension $r \geq 2$, and $A_{i j}, A_{i}, i=1, \ldots, r-1, j=1, \ldots, n$, as in Lemma 1.
Put $S=k\left[\mathrm{X}_{1}, \ldots \mathrm{X}_{n}\right] / p$. Now the General Hyperplane Section Lenma (Lenma 2) follows.
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