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Abstract. Deformable mesh methods have become an alternative of
choice to classical deformable models for 3D image understanding. They
allow to render the evolving surface directly during the segmentation
process in a fast and efficient way, avoiding both the additional time-
cost and approximation errors induced by 3D reconstruction algorithms
after segmentation. Current methods utilize edge-based forces to attract
the mesh surface toward the image entities. These forces are inadequate
in 3D fluorescence microscopy, where edges are not well defined by gra-
dient. In this paper, we propose a fully automated deformable 3D mesh
model that deforms using the reduced Mumford-Shah functional to seg-
ment and track objects with fuzzy boundaries. Simultaneous rendering
of the mesh evolution allows faster tweaking of the model parameters
and offers biologists a more precise insight on the scene and hence better
understanding of biological phenomena. We present evaluations on both
synthetic and real 3D microscopy data.

1 Introduction

3D segmentation and tracking by deformable models is a topic of active research
in many domains including medical imaging [1][2][3] and biological imaging [4][5].
Until the early 90’s, due to poor machine performances, 3D rendering of the scene
used to be done in a post-processing step using surface extraction algorithms,
inducing surface approximation errors and an additional time cost for the re-
construction. Advances in 3D computer graphic cards and rendering techniques
have thus lead to the development of new techniques where segmentation and 3D
rendering are done simultaneously, namely deformable mesh models. The idea,
as originally proposed by Miller in [6], is to discretize an initial surface into a
closed mesh, i.e. a closed set of polygons, and deform this surface by attract-
ing its vertices toward the features of interest. Most deformable mesh models
use edge information to drive the surface. This performs poorly on 3D volumes
(depth-stacks of 2D images) obtained in confocal fluorescence microscopy due to
several factors: first, a significant blur is introduced by the microscope’s Point-
Spread Function (PSF), especially along the depth axis. Moreover, like in 2D
imaging, the stacks are corrupted by both multiplicative (Poisson) and additive
(Gaussian) noise. This has many sources of explanation, including low exposure
times, autofluorescence of the medium and shot noise induced by the camera’s
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CCD. Finally, in a tracking context, absorption of fluorophore by the entities in-
duces an intensity decrease through time (phenomenon called photo-bleaching).
To address this problem, a mesh model that uses region-based information in-
stead of edge-based information is proposed. The method is able to detect and
track an object with fuzzy boundaries and provides a fast and precise 3D ren-
dering of the evolving surface thanks to the mesh formalism.

In section 2, we review existing work on deformable surfaces and mesh models.
Then we detail in section 3 the characteristics of the proposed method. Eval-
uation on synthetic data and tests on real data are presented in section 4. We
conclude the paper in section 5 and discuss possible extensions of the method.

2 Background and Related Work

In this section, an overview of the principles of 3D deformable surfaces is pre-
sented, followed by a brief review of existing 3D deformable mesh models.

2.1 3D Deformable Surfaces

To evolve from its initial state to the object boundary, a surface S is driven
under the influence of two kinds of forces: data attachment (external) forces,
which pull the surface toward specific features of the image, and regularization
(internal) forces, which maintain smoothness and regularity of the surface. This
evolution can be done by three different ways: a variational, a dynamic and a
probabilistic approach.

– The variational approach is most popular. The 2D formulation is due to
Kass et. al [7], and its 3D extension to Cohen and Cohen [8]. The evolving
shape is defined as a parametrized surface S(p) = (x(p), y(p), z(p))�, where
p ∈ [0, 1] is the parametric domain. The surface is then linked to an energy
functional, defined to be minimal when the surface fits the desired object
correctly. This functional reads

F (S) = Finternal(S) + Fexternal(S), (1)

where

Finternal(S) =
1
2
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and

Fexternal(S) = −
∫ 1

0

P (S(p))dp. (3)

Finternal is the deformation energy, where α is a ”tension” parameter that
tends to minimize the surface perimeter, and β a ”rigidity” parameter that
smooths the surface curvature.

The external energy (eq. 3) attracts the surface toward the image features
through the scalar potential function P .
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Eq. 1 is then minimized using a time-dependent gradient-descent method
such as the well-known Euler-Lagrange equations, which give

∂S

∂t
= α

∂2S

∂p2
− β

∂4S

∂p4
+ ∇P (S(p, t)). (4)

The final surface is obtained after convergence, i.e. when ∂S/∂t = 0.

– In a dynamic approach, the shape is defined as a time-varying physi-
cal surface S(p, t) = (x(p, t), y(p, t), z(p, t))� that evolves until it reaches a
steady-state, following the Lagrange equation of motion, which gives

γ
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∂t2
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∂p2
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∂4S

∂p4
= ∇P (S(p, t)) (5)

where γ and μ are the surface mass and damping densities, respectively.
The final surface is obtained when the system converges to equilibrium, i.e.
∂S/∂t = ∂2S/∂t2 = 0. This approach allows to quantify both shape and
motion evolution through time but complicates the method with two more
parameters (γ and μ) to be set by the user.

– Finally, the model can be viewed as a fitting process in a probabilistic
framework [9][10]. The shape is defined by a set x of parameters and
their probability p(x), being higher for low energy-shapes (this is usually
done using a Gibbs distribution). Then, knowing the probability of the im-
age p(u0) and that of the image knowing the initial shape p(u0/x), the
probability of guessing x from u0 is obtained thanks to the Bayes theo-
rem: p(x/u0) = p(u0/x)p(x)/p(u0). Finally, this probability is maximized to
find an estimation of x̂ called the ”maximum a posteriori”. Probabilistic ap-
proaches have the advantage of giving an uncertainty measure of the fitting,
but they are computationally much more expensive.

2.2 Deformable Meshes in Computer Vision

3D mesh models find applications in numerous domains including object recon-
struction [11], realistic surgery simulation [12] and medical volume segmentation
[2][13]. The continuous surface is discretized into a 3D mesh defined as a list of
vertices vi = (xi, yi, zi)� organized in a closed set of oriented polygons repre-
senting the boundary of a volumetric object. The surface is then driven by the
movement of the mesh vertices. In addition, two reference distances Dmin and
Dmax are computed from the initial mesh in order to keep a regular mesh sam-
pling during the evolution. The distance between two connected vertices vi and
vj should always satisfy

Dmin ≤ dist(vi,vj) ≤ Dmax.

If dist(vi,vj) < Dmin or dist(vi,vj) > Dmax, a local adaptation of the mesh
must be applied to respect the above constraint (by splitting or merging prob-
lematic faces or edges).
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In most models, the external potential P is chosen as an edge map of the
image (eventually smoothed to be more robust to noise). This turns out to be
efficient for many applications, but fails to detect fuzzy edges in 3D fluorescence
microscopy images, where the surface simply shrinks (or inflates, depending on
the parameters) and misses the object boundaries. This problem is partially
solved in [13], where an additional external term is involved to attract the surface
toward a particular iso-value (gray level) of the image. Nevertheless, the detected
boundaries are still erroneous, since the object has a much lower intensity at the
top and bottom of the volume (along the depth axis) than in the middle plane.

An efficient solution to detect objects with ill-defined boundaries is the
Mumford-Shah functional [14], designed for segmentation and denoising in a
variational context. The general form of this functional reads

FMS(u, S) =
∫

Ω

|u0 − u|2dω +
∫

Ω/S

|∇u|2dω + HN−1(S) (6)

where Ω is the image domain, u0 the original image, u the reconstructed image
and HN−1 the (N-1) dimensional Hausdorff measure. In case the reconstructed
image u should be formed only of regions Ri ⊂ Ω, i ∈ {1, n} of constant intensity
ci, then u can be considered piecewise-constant, i.e.

∫
Ω\S |∇u|2dω = 0, which

leads to the reduced Mumford-Shah functional

FRMS(c1, ..., cn, S) =
n∑

i=1

[∫
Ri

|u0 − ci|2dω

]
+ HN−1(S). (7)

These two functionals have been extensively utilized by region-based deformable
models, in 2D (implicit and explicit) methods [15][16],[17][18] and in the 3D
implicit case in [5]. To our knowledge, it has not yet been employed in the
context of mesh models. We therefore introduce in the next section the new
deformable mesh model and its underlying energy term based on the reduced
Mumford-Shah functional.

3 Contributed Model

This section describes the proposed method. First, the geometrical aspects of the
mesh are presented, then the evolution equation driving the mesh toward the
object boundary is described. Finally, we describe the automatic initialization
and tracking possibilities of the method.

3.1 Geometrical Mesh Properties

The simplex mesh formalism introduced by Delingette in [19] allows the mesh to
be formed of different types of geometric primitives (triangles, squares and other
polygons). Local mesh adaptation must therefore be done differently for each
kind of primitive, which requires to store additional information in the mesh
structure. In our approach, we prefer handling a uniform triangle-shaped mesh,
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which gives satisfactory results in our context. Moreover, a unique scheme is
necessary to perform local mesh adaptations, and the mesh structure stores only
the vertices and their connectivity.

As presented in section 2.2, the distance between two vertices should be reg-
ular over the whole mesh. Therefore we use the initial distance d0 between two
mesh vertices to define a freedom range [Dmin, Dmax] such that{

Dmin = d0/2,
Dmax = 2d0.

(8)

The more this interval is chosen narrow, the more the mesh will be regular, and
the more it is chosen large, the more freedom is given to the vertices. If the
distance between two vertices vi and vj gets lower than Dmin, we apply a local
mesh adaptation by deleting these two vertices and creating a new one in their
center that will share all the neighbors of vi and vj . Inversely, if this distance
gets higher than Dmax, then we isolate the two vertices vk and vl forming a
triangle with vi and vj , separate vi and vj so that they are no longer neighbors
and create a new vertex in their center that is linked to vi, vj ,vk and vl.

Lachaud proposed in [13] a multi-resolution approach to speed up convergence.
The initial mesh is chosen with a low resolution (i.e. the initial distance between
two vertices is very high compared to the image resolution), and evolved until
convergence. Then the mesh is globally subdivided to obtain a higher-resolution
mesh, and evolved again to fit the object boundary more precisely. The evolution-
subdivision process is repeated until a suitable mesh resolution is reached (note
that subpixel accuracy can be obtained if the distance between two vertices is
lower than the image resolution).

The global subdivision strategy should be well chosen, in order to preserve
the local mesh curvature as much as possible. We have thus chosen to apply a
straightforward subdivision scheme: all faces are splitted into 4 smaller faces by
creating a new vertex in the middle of each edge. This turns out to be the first
step of the well-known Loop subdivision scheme, proposed for mesh refinement
and smoothing in computer graphics in 1987 [20]. This scheme outperforms that
of Lachaud in [13] which tends to sharpen the mesh corners, increasing its local
curvature.

3.2 Evolution Equation

The Mumford-Shah functional is designed to fit into a variational framework, we
therefore choose to evolve the surface by an energy-minimization scheme similar
to that defined in section 2.1. Our images are typically formed of two phases
(the object and the background), thus we may restrict eq. 7 to the two-phase
case, which gives

FRMS(cin, cout, S) =
∫

in(S)

|u0−cin|2dω+
∫

out(S)

|u0−cout|2dω+HN−1(S) (9)

where cin and cout are variables being respectively the mean intensities of the
original image u0 inside and outside S. We finally construct our energy functional
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using the same internal energy defined in eq. 2 and the data attachment term of
the above equation, and we obtain

F (cin, cout, S) =
1
2

∫ 1

0

α

∣∣∣∣∂S

∂p

∣∣∣∣
2

+ β

∣∣∣∣∂
2S

∂p2

∣∣∣∣
2

dp

+λin

∫
in(S)

|u0 − cin|2dω (10)

+λout

∫
out(S)

|u0 − cout|2dω

where λin and λout are strictly positive parameters. The Euler-Lagrange equa-
tions linked to the minimization of this new energy functional thus give

∂S
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∂p2
− β

∂4S

∂p4
− [

λin(u0 − cin)2 − λout(u0 − cout)2
] ∣∣∣∣∂S

∂p

∣∣∣∣−→n (11)

where −→n is the surface normal pointing outward. During the evolution, the
variables cin and cout have to be recomputed at every iteration.

3.3 Initialization

Deformable models usually rely on user intervention to initialize the model.
We prefer employing an automated framework to determine the location and
approximate size of the object. First, an automatic thresholding technique is
applied (we used the well-known K-means algorithm). The biggest connected
component is then extracted from the thresholded image, its mass center vc is
computed as the average of the objects points coordinates and the mean radius
r is defined as the average distance between the mass center and all surface
points. Finally, a regular polyhedron of radius r is created and placed in the
image domain at the position vc. Actually, any kind of polyhedron can be used
as an initial shape. In our case, a regular 20-face polyhedron was used, also
known as the regular icosahedron.

3.4 Tracking

As for most deformable models, tracking is done in a straightforward way. Once
the object has been segmented on the first frame, we reuse the obtained mesh
to initialize the model for the next frame. The new initial mesh being very close
from the new object’s position, a few number of iterations will be sufficient to
track the object movement. This however implies that a significant overlap exist
between the object’s position at two successive time-points. This overlap should
be such that the difference cin − cout is of same sign for both frames. Otherwise,
if cin − cout changes sign, the object is interpreted as the background and vice-
versa, and the model starts to segment the dual of the object.

There are two possible walk-arounds to such behavior. The first simple way
is to reduce the time-lapse between two successive frames during the image
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acquisition. The second solution is to fix cin and cout after segmentation of the
first frame, which are good estimates of the object’s and background’s mean
intensities as long as the global illumination does not vary through time. If
photo-bleaching occurs, these estimates must be recalculated regularly, i.e. cin

and cout are updated once after convergence on each new frame.

4 Experiments and Results

This section presents several experimentations and evaluations of our method.
We shall first discuss results on generated noisy data, and then show results
obtained on real microscopy data sets.

4.1 Synthetic Data

We simulated 50 stacks of cell-shaped objects moving in a biological medium,
using a method close to that described in [5]. First, binary volumes of size
200 × 200 × 200 voxels are generated, in which a sphere of random radius an
center is created (representing the cell body). Then several smaller spheres are
generated on the boundary of the bigger sphere to simulate cell protuberances.
Then, dark structures are generated randomly within the cell body to simu-
late inhomogeneous fluorescent marking. Finally, the volumes are convolved by
the microscope’s PSF and disturbed by multiplicative (Poisson) and additive
(Gaussian) noise representing imperfections of the imaging system. To take into
account the low depth-resolution of the 3D microscope, we additionally down-
scale the volumes depth resolution to 200×200×40. However, due to major im-
provements of new microscopy systems, space resolution is now almost isotropic.
The left and middle columns of fig. 1 show two slices of an original (left) and
noisy (right) stack.

The main calculations were done on a 1.7 GHz mobile cpu, while the rendering
was simultaneously performed on a 128 Mb graphic card. The processing time
of each stack was approximately 60 seconds including the update of cin and
cout after every iteration (an example of segmentation result is shown on the
right column of fig. 1). To illustrate the rendering possibilities of the method,
we show in fig. 2 three different steps of the mesh evolution at its lower (initial)
resolution: the left frame is a snapshot taken before the evolution, where one
can see the icosahedron used to initialize the model; the middle frame shows in
intermediate stage of the evolution; the right frame shows the converged mesh
before it is refined and evolved again to fit the object more precisely.

We evaluated the segmentation by measuring the average distance between
the segmentation residue and the original object, as proposed by Ciofolo in [21].
This measure is defined by

derr(R, O) =
∑

vR∈R

minvO∈O
dist(vR, vO)

card(R)
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Fig. 1. Two different slices of a synthetic 200 × 200 × 40 stack. left: original image,
middle: noisy image, right: result. The top row shows a slice in the middle of the cell,
while the bottom row shows a higher slice of the cell. Note the effect of the microscope’s
PSF on the object boundary.

where vO and vR are image voxels forming respectively the original object O the
and the segmentation residue R (i.e. the difference between the detected object
and O). The average distance derr over the 50 processed stacks is 2 voxels. This
measure tends to show that the object boundary has been quite well detected
despite the noise, since the errors are mostly located in the vicinity of the object.

4.2 Trial Microscopy Data Sets

Here we present experimental results on a 3D time sequence of a HEK cell
changing shape through time while emitting protuberances at its surface. The cell
was stained using the Yellow Fluorescent Protein (YFP), and the 3D stacks were
acquired on a Zeiss LSM 5 microscope. Fig. 3 shows snapshots of the sequence as
well as segmentation and tracking results. The two left-most columns show top
and side views of the original stack (left) and segmentation result (right). Note
that the model has detected correctly the upper and lower fuzzy boundaries of
the cell. The two right-most columns show the same views for the next time-
point of the sequence (left), where protuberances appear on the cell surface, and
which are correctly detected by the mesh (right).

5 Conclusion and Future Works

A new deformable mesh model based on the reduced Mumford-Shah functional
has been proposed, joining the theories of explicit active mesh, region-based
information and 3D visualization. The method is able to detect an object with
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Fig. 2. Rendering of the low resolution mesh at various stages of the evolution: left:
before evolution; middle: during evolution; right: after convergence (before refinement)

t=0 t=1

Fig. 3. Tracking results on a HEK cell emitting a protuberance at its top (volume size:
512x512x181): top row: XY plane view from the top of the cell; bottom row: XZ plane
view from the side of the cell

fuzzy boundaries and follow its movement and shape changes through time while
offering a simultaneous rendering of the evolving scene. Experimental results
show that the method is suitable for 3D confocal image analysis, and will be
employed in a biological context to study pathogenic diseases involving cellular
structures changes through time.

The next step of our work is to detect and track multiple objects simulta-
neously. To achieve this, multiple meshes will evolve simultaneously within the
image domain, and a collision detection strategy will be employed to distinguish
correctly two or more objects that might touch each other in time.
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