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Abstract. Manet security has a lot of open issues. Due to its characteristics, this 
kind of network needs preventive and corrective protection. In this paper, we 
focus on corrective protection proposing an anomaly IDS model for Manet. The 
design and development of the IDS are considered in our 3 main stages: normal 
behavior construction, anomaly detection and model update. A parametrical 
mixture model is used for behavior modeling from reference data. The associ-
ated Bayesian classification leads to the detection algorithm. MIB variables are 
used to provide IDS needed information. Experiments of DoS and scanner at-
tacks validating the model are presented as well. 

1   Introduction 

Security of Mobile Ad Hoc Networks (MANET) is an active topic in recent research. 
Most of current work on Manet security focuses on some kind of preventive protec-
tion design (e.g. authentication [1]). However, as network entities in a Manet consist 
of general-purpose hardware and software equipments, usually without good physical 
protection, occurrence of malfunctioning and compromised entities in such networks 
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cannot be neglected. Therefore, security must be designed in a way that the network 
service remains robust even in presence of misbehaving nodes. In general treat mod-
els, the compromising of a network entity leads to revealing all confidential informa-
tion to the intruder, which allows for most of preventive security mechanisms to fail. 
Intrusion detection and response systems (IDS) are a common approach in such sce-
narios where a corrective security mechanism is required to cope with the limitations 
of preventive-only security mechanisms. 

In respect to the IDS design, two basic approaches can be considered: misuse and 
anomaly intrusion detection. In misuse detection, an attack signature must be explic-
itly provided, leading to a positive identification of an attack occurrence. If the source 
of the attack (e.g. compromised node) can also be identified as part of the detection 
process, a simple corrective (response) action consists in excluding the attacker node 
from the network. This is the case for security systems based on the preventive and 
corrective protection by combination of strong authentication and misuse IDS [2]. 
Anomaly detection has a completely different base. The current behavior of the moni-
tored system (e.g. network) is repeatedly compared with some reference behavior, 
which is previously stated (normal behavior). In this case, as existence of attacks is 
not explicitly realized, the problem source cannot be precisely identified. Thus, cor-
rective (response) actions must concentrate on mitigation of attack effect. 

In this paper, we propose the design of an IDS following the anomaly detection 
approach. We are especially interested in detecting anomalous network traffic behav-
ior due to packet flooding (e.g. DoS) and scan attacks in mobile ad hoc networks.  

Our first contribution is the presentation of an anomaly IDS conception. This de-
sign is based on statistical modeling of reference behavior using mixture models [3] in 
order to cope with an observable traffic composed by mixture of different traffic pro-
files due to different network applications. The detection algorithm is based on Bayes-
ian classification criteria. 

The second contribution is the adaptation on the statistical model in order to model 
network traffic behavior in Manet. Standard MIB variables are used as observations 
of the traffic behavior (during reference model establishment and detection). Simula-
tions with ns-2 are conducted in order to validate this approach. 

The remaining of this paper is organized as follows: Section 2 gives an overview of 
related works. Section 3 presents the anomaly IDS design. Section 4 presents the 
Manet traffic characterization and defines the behavior model construction. Finally, 
section 5 presents our conclusions and proposed future works. 

2   Related Work 

The IDS project for Manet is not a complete new issue and this subject has already 
been treated recently. Y. Zhang and W. Lee [4] introduce the basic requisite for this 
special kind of IDS. This architectural design was explored in V. Mittal and G. Vigna 
[5] who present an IDS formed by various sensors to detect attacks against the routing 
protocol that monitors promiscuously the network links. In a previous work, R. Puttini 
et al. [6] present the design of a fully-distributed IDS architecture. 
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In [7], G. Vigna et al. proposes an IDS for Manet that is essentially projected to re-
inforce the security of the routing protocol. In [2], Puttini R et al. propose a new secu-
rity model for protection of Manet routing protocol. The salient features in this design 
are: combination of preventive and corrective protection, self-organized conception of 
security services and fully localized solutions. In the work at [8] it is presented a secu-
rity solution based in a modified version of AODV that uses a mechanism of intrusion 
detection combined with a token system that is used to grant the node access to the 
routing services. However, this solution does not incorporate any preventive solution 
(authentication). 

Y. Huang et al. [9] and C.-Y.Tseng et al. [10] present projects of IDS for Manet 
based on detection by anomaly strategy. Finally, a strategy of detection and response 
to intrusion to deal with non-cooperative nodes in ad hoc networks is presented by S. 
Marti et al. [11].  

In this paper we present a completely new anomaly IDS design, based on statistical 
models for detecting DoS and scan attacks in Manet networks.  

3   Anomaly IDS Design 

This section presents our anomaly IDS model [3]. The idea is to build a behavior 
model that takes into account multiple use profiles and allows a posteriori Bayesian 
classification of data as part of the detection algorithm. A reference audit data set rep-
resenting the normal system behavior is used to create the model with a learning pro-
cedure1. 

Before starting to describe the model, we should note that audit data must be 
mapped into random variables (e.g. into a number-based domain). Hereafter, we ad-
mit that audit data can be represented by a set of realizations of a continuous random 
vector y, which probability distribution function (pdf) will be modeled2. 

A. Behavior Model 

Parametrical Mixture Model and EM-Algorithm 
In our behavior model, the pdf of the (d-dimensional) random vector y, whose realiza-
tions are mapped from the audit data domain, are represented by a parametrical mix-
ture model [12]. The mixture model fundamental equation, giving the probability of 
yi, can be formally expressed as: 
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1 Obtaining good initial reference information set is not straightforward as assuring a data set to 

be representative for every expected behavior is usually difficult. 
2 Some data types are numerical by nature and are easily mapped. In this paper we admit input 

(reference and activity) data to be numerical, continuous and unbounded. This is not the case 
for every data type founded in real systems and special mapping and distributions are need 
when dealing with non-numerical, non-continuous or bounded data.  
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Where: yi is the i-th observed data; z is the hidden vector that indicates which source 
(profile) data comes from (e.g. zk = 1 if data comes from cluster k and z = 0, other-
wise); gk are kernel distribution functions with respective parameters θk, each of 
them modeling one of the use profiles; K is the model order corresponding to the 
number of sources being modeled. 

The unknown parameters in the model (Equation (1)) are the set of cluster prob-

abilities ( )( kzp ) and the parameters of kernel distribution functions of each cluster 

(θk), represented by ],...,,),(),...,(),([ 2121 kkzpzpzp θθθΨ = . An iterative algo-

rithm of optimizing the unknown vector Ψ  by a maximum likelihood (ML) criterion 
has been defined and is called the expectation-maximization (EM) algorithm [13]. We 
let T

n ],...,,[ 21 yyyY =  be an observed n-dimensional realization vector of y (which 

we like to model). Y is regarded as the reference data containing representative 
normal behavior information and are used to fit Ψ  using the EM algorithm. This 
algorithm permits both log-likelihood and model parameter estimation to be done in 
an iterative manner. A detailed discussion of the EM-algorithm is out of the scope of 
this paper. The reader is asked to refer to [3,4] for a more general description of the 
EM-algorithm.  

In the particular case of Gaussian mixture models (GMM), the Equation (1) should 
be rewritten replacing the general distrbutions (gk) by the normal distribution 
(represented by φ) and the distribution parameters θk by the mean vector (μk) and 
covariance matrix (Rk), as stated at Equation (2), where the probabilty )( kzp  are 

also replaced by the pondering factor wk, for simplicity of notation. 
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For completeness, we provide the EM recursion equations (Equations (3)-(6)) for 
the Gaussian  mixture models:  
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Optimal Entropy-Based Estimation of Model Order 
For the propose of the EM-algorithm, the model order K must be provided because it 
is useful to be able to estimate the most probable number of partitions.  

As described in [14], this “ideal partitioning” should be obtained by minimizing 
Shannon entropy given observed data, which can be evaluated for each observation by 
Equation (7): 

∑
=

−=
K

k
iiK kpkpH

1

))|(log()|( yy  (7) 

  

The expected value of this entropy is evaluated taking the mean of HK over all 
observed data3 (Equation(8)): 
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where: E* denotes an expectation estimator and HK is the measure we are interested 
in. 

We proceed fitting Kmax models with different order (K = 1, 2, ..., Kmax) and we 
evaluate the expected entropy (8) for each of them. The model which results in a 
minimum of this measure will be considered the optimum model. The complete 
algorithm of the learning phase can be summarized as follows: 

EM-Algorithm with Model Order Estimation 

1. K = 0, Hopt = 0, Kopt = 1. 
2. K = K+1. 
3. Fit the K-order model to data using the EM-Algorithm (eqs. 2-6). 
4. Calculate expected value of  HK (Equation (8)). 
5. If  HK  < Hopt then Hopt =  HK ; Kopt = K; and Ψ  = Ψ opt. 
6. If K < Kmax, then repeat (2). 
7. Update actual model order K with optimal model order: K = Kopt. 
8. Update actual model parameters Ψ  with optimal model parameters Ψ opt. 

 

B. Anomaly Detection 

During detection, the behavior model has been already fitted and is available for mak-
ing inferences about a new data presented to the system. Our objective is to define 
some penalty λ, which varies from 0 (zero) to 1 (one)  (e.g. 0 ≤ λ ≤ 1), indicating the 
degree of normality concerning this realization from certainly abnormal (λ = 0) to a 
certainly normal (λ = 1) behavior.  

                                                           
3  This should be easily verified by simple inspection of entropy expression. A formal treatment 

can be found in [5]. 
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We have defined a detection procedure formed by two basic steps: a (Bayesian) 
classification inference and a cluster pertinence inference.  

The classification inference is straightforward for parametrical mixture models and 
consists of evaluation of the posterior cluster probabilities conditioned to new data y’, 
p(k | y’), for k = (1, 2,..., K).  

Cluster pertinence inference is a little more complex. The considered approach 
consists in evaluating the probability of new data being contained in some pertinence 

interval ( kΠ ), defined as a function of cluster distribution parameters (μk and R k, 
for example) and the observation y’, which should be formally expressed as following 
(Equation (9)): 
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Such probability should, indeed, look like some kind of cumulative distribution 

function (cdf), if we define kΠ as stated in Equation (10), below4: 
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where: 2  and  denote some type of norm operators, and γ is a constant that 

should depend on y’. 
 
Finally, detection penalty should be defined as (Equation (11)): 
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4   Manet Traffic Characterization and Behavior Model 
     Construction 

The goal here is to construct a model of behavior to characterize the normal traffic 
conditions in a Manet. Knowing there isn’t a common place about which traffic pat-
tern would be typical in a Manet, the characterization of what would be a normal traf-
fic should be done for each case. 

Also, it may be difficult to obtain real samples of Manet traffic in operation which 
are free of possible intrusion vestiges. An alternative is the execution of simulations. 

                                                           
4  This is a good choice for symmetrical kernel distributions, as the Gaussian distribution used in 

our experiments. Asymmetrical distributions should have different definitions.  
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Thus, the pretension here is to validate a behavior intrusion detection process using 
simulated data. 

In order to create our normal traffic profile for simulation, we use the following as-
sumptions: 

• Control traffic: basically consisted of the traffic generated by the routing protocol 
(UDP) and ARP (neither UDP nor TCP). 

• Applications: four kinds of traffic generated by different applications in all of the 
network nodes are considered. Their parameters are adjusted to produce an average 
occupation of the wireless links of around 20% of total capacity. 

• The simple remote session (telnet) uses TCP; the generated traffic is bidirectional; 
the interval between messages is defined by a Poisson process; and multiple ses-
sions are opened between different origins/destinations, being the origin and desti-
nation nodes (uniformly distributed), the starting time (Poisson process) and the 
session burst (normally distributed) randomly defined. 

• The blast data transfer (FTP) uses TCP; the “file” size is random (normally distrib-
uted); and multiple transfers between different origins/destinations are done, being 
the origin and destination nodes (uniformly distributed) and the starting time (Pois-
son process) randomly defined. 

• The constant bit rate (CBR) data transfer (videoconference) uses UDP; the CBR 
rate is fixed at 128 kbps; there are multiple transfers between different ori-
gins/destinations, being the origin and destination nodes (uniformly distributed), 
the starting time (Poisson process) and the session duration (normally distributed) 
randomly defined. 

• The simple application of asynchronous question-answer (ping) uses ICMP; it al-
ways send 4 requisitions, separated in time by 1 second; an answer is always sent; 
and  multiple transfers between different origins/destinations are done, being the 
origin and destination nodes (uniformly distributed) and the starting time (Poisson 
process) randomly defined.  

• Mobility model: the random waypoint algorithm model developed by CMU is 
adopted5. A Manet of 50 nodes in a 250m x 250m area and a transmission range of 
50m is used, for simulation purposes, resulting in an average neighborhood of 6.28 
nodes. 

• The simulation time for model construction is 1000 seconds. 

Our objective is to fit a Gaussian mix model to the traffic generated in accordance 
with the premises defined above, in order to detect traffic anomalies caused by DoS 
and scan attacks. A crucial issue here is the definition of which variables reflecting 
the Manet traffic conditions should be modeled (normal behavior characterization) 
and monitored (detection). 

Behavior models are created separately for TCP, UDP, ICMP and IP traffic. As 
Table 1 shows, for each model a group of pertinent variables is monitored. Table 1 
also shows which type of attacks is intended to be detected using a GMM normal be-
havior model and having as reference data the simulated traffic, generated according 
to the premises stated above. 

                                                           
5 http://www.monarch.cs.cmu.edu/cmu-ns.html 
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Table 1. Monitored Variables. Types of attacks that are intended to be detected using GMM 
normal behavior model. 

Monitored Variables 
Behavior 
Model 

Variables to be 
monitored 

Possible detected 
attacks 

TCP  -number/rate of 
connections or 
incomings 
 -each connection 
duration 
 -tcpInErrs6 
 -tcpNoPorts6 

 -TFN and TFN2K 
 -stacheldraht 
 -shaft 
 -mstream 
 -TCP scanner 

UDP  -udpInDatagrams 
 -udpInErrs6 
 -udpNoPorts6 

 -trinoo 
 -TFN and TFN2K 
 -stacheldraht 
 -shaft 
 -UDP scanner 

ICMP  -icmpInEchos 
 -icmpOutEchos 
 -icmpInErrs6 

 -smurf 
 -TFN (ping flood) 
 -stacheldraht 
 -shaft 

IP  -ipReasmFails6  -TFN2K (Traga3) 

5   Implementation and Experimental Results 

The figure 1 illustrates the simulation data processing to verify the applicability of the 
behavior intrusion detection techniques to Manet networks. trafficgen is a script that 
is used to generate the ns-2 input files, allowing for adjustments in the simulation 
model (e.g. 50 nodes Manet, 250m x 250m area, transmission range of 50m etc.). The 
ns-2 package is used for the simulation and generates a trace file containing all the 
generated packages, forwarded and received in all of the net nodes (trafego.out). 
However, all the MIB variables must be saved and monitored in each node. There-
fore, this file is decomposed in several other files, one for each node of the net, by the 
ns2tcpdump program. Inside each file generated by ns2tcpdump only the packages 

                                                           
6 These variables are observed with zero mean and variance in construction data of the refer-

ence model, as there is no error conditions in normal traffic generated by simulation. The use 
of these variables generates singularities in the maximization function of the EM algorithm 
and, therefore, they are avoided in the results presented in this paper. In real networks, how-
ever, these variables present not null values, reflecting the occasional faults of the monitored 
system/network. 
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generated, received or forwarded by the same node are actually written. These files 
are equivalent to a package dump file captured by a net analyzer with capture inter-
face set to non promiscuous mode. These files also transforms the packages traces 
generated by ns-2 in packages that look like those captured by a net analyzer: all the 
fields of the layers 3 and 4 are fulfilled (including IPv4 with 4 bytes) and an absolute 
timestamp, compatible with the relative time measure used by ns-2, is inserted into 
each package. The results from ns2tcpdump are files *.pcap, which have the format 
compatible with raw package dump of the libpcap library. Once this format is largely 
supported by several net analyzers, for instance, ethereal, the files *.pcap can be visu-
alized and analyzed by this tools. After that, each one of this files is processed by the 
tcpdump2mib that produces as output (*.mib files) a list of samples of the MIB vari-
ables values sampled in a time interval that can be defined by parameter passing at the 
command call.  

We assume that each Manet node executes one local instance of the IDS, called L-
IDS. The L-IDS data collector executes periodic pooling to a local SNMP agent [6]. 
This is equivalent to processing the IDS algorithms with the values assumed by the 
MIB variables that are stored inside the *.mib files. It is important to notice that the 
sampling period passed to the program tcpdump2mib (i.e. for the *.mib file genera-
tion) does not have to be the same period of pooling used by the L-IDS extractor 
module. Actually, the pooling period is a lot bigger than the period used by 
tcpdump2mib. 

To make the training and the model adjustment, the training events (variable sam-
ples) generated in all network nodes are processed in a single L-IDS, providing an 
GMM adjustment to the reference data (events) that is independent of the Manet 
node. The result of this stage is distributed to all L-IDSs in the network. 

 

Fig. 1. Simulation process 

Two traffic models have been closely analyzed: TCP and UDP. Using these mod-
els separately creates an implicit discrimination between all the UDP and TCP gener-
ated traffic. Thus, the behavior model using UDP will be useful to model only the 
videoconference application and the routing protocol. On the other hand, for TCP, the 
traffic generated by Telnet and FTP applications is modeled. 

In case of UDP model, only the udpInDatagrams (UDP datagrams that go into a 
node) and ipForwDatagrams (IP datagrams forwarded by the node) variables are used. 
Once this variables are monotonically growing, the observation (updIn; ipForw) is  
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defined as the learning event generation (realization), which value is obtained sub-
tracting from the present value of “udpInDatagrams; ipForwDatagrams” (current pe-
riodic pooling) its predecessor value (previous periodic pooling). The pooling period 
was adjusted to the same interval of the OLSR TC (equal to three times the HELLO 
interval, e.g. 6s).  

Concerning GMM model for the UDP traffic model, adjusted to the simulation 
data, the formation of two well defined clusters was observed: the first one, with av-
erage of (6,3; 93,9) datagrams and standard deviation of (2,2; 39,7) datagrams.  
Certainly, this cluster indicates traffic conditions of a node that is not receiving or 
forwarding any package from the videoconference application. Another cluster, with 
average of (203; 101) datagrams and with standard deviation of (21,1; 47,1) data-
grams resulted from the videoconference traffic (source CBR 128kbps) modeling. 
Obviously, there is a contribution of the OLSR protocol traffic over the average and 
the standard deviation of this cluster values. The correlation between the variables are 
positive, but small (36,7 datagrams). 

For the generation of the DoS attack, it is simulated the generation of an UDP CBR 
(2Mbps) traffic in four randomly chosen origin nodes in direction to an unique destina-
tion node. Applying the detention model, anomalous situations are detected in all the 
nodes that forward the traffic from the origin to the destination. This result is interesting 
from the point of view of DDoS detention. The detection was only possible thanks to the 
combined analysis of two variables udpInDatagrams and ipForwDatagrams. 

We are also interested in evaluating the response measures that could possibly be 
activated by the L-IDS in the nodes detecting the attack, in order to mitigate the attack 
effects. Obviously, the node that receives all generated traffic (from all its neighbors) 
will quickly become unavailable (the ns-2 accuses the generation of some forward er-
rors and the disposal of the destined node neighborhood packages). However, al-
though the far nodes are generating/forwarding a non-expressive amount of data, they 
are not necessarily broken by the attack.  As the intrusion detection system identifies 
anomalies in all nodes in the forward path, these nodes could possible interact to 
block the forwarding of packages that come from the compromised origin. This for-
warding must be blocked based on the enlace address and not based on the IP data-
gram destination addresses, because these ones are easily faked and, in more ad-
vanced DDoS attacks, they are constantly modified (to each package).  

In the case TCP model, tcpPassiveOpens (number of open passively connections in 
the node) and tcpInSegs (number of received segments, including the ones with error 
and for connection opening) are used as MIB variables. Similarly to the UDP case, a 
pooling period equal to the OLSR TC interval is defined (e.g. 6s). The observations 
(tcpPO ; tcpIN) are obtained as the difference between the value of (tcpPassiveOpens; 
tcpInSegs) in the current and preceding consultation. To avoid singularities (i.e. a 
formation of a cluster with average zero and small variance for tcpPassiveOpens), the 
events in which tcpPassiveOpens was equal to zero are discarded as normal in the 
learning and in the intrusion detection processes. Concerning to the adjustment, in this 
case, it is observed the formation of two clusters with averages at (1,11; 38,41) and at 
(1,05; 97,11), shaping respectively the telnet and the ftp.  

For the generation of a scanner attack, an origin-destine pair is randomly chosen and 
this origin sends TCP connection solicitations to the destination, in a rate of 10 solicita-
tions per second. In destination, a drain is made in which, to each 30 connection  
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solicitations, one is accepted (i.e. indicating one "match" with one service that is an-
swering). As long as the values of the MIB variables start to reflect this additional traf-
fic, the attack is detected by the destination node, with a null false negative rate. 

6   Conclusions and Future Work 

We have presented a new anomaly IDS design for statistic behavior modeling of a 
network. It uses a parametric Gaussian mixture model for behavior modeling with a 
Bayesian classification intrusion-detection.  This model aims to permit the simultane-
ous modeling of different types of events (e.g. applications) that have influence on the 
set of variables available for monitoring. The preliminary experimental results indi-
cate that this kind of model can be adjusted with a carefully choice of variables to be 
modeled and monitored. Due to the large cost of monitoring packets in a Manet, we 
have chosen to use MIB variables. These variables are easily provided by SNMP 
agents. However, the proposed intrusion detection model by behavior anomaly is still 
in its first stages of development and it has just been used with synthetic data that do 
not represent necessarily the real behavior of a network. Due to this fact, beyond the 
need of a further validation with real data, the model presents some important limita-
tions that must be investigated and become more flexible.  Moreover, the parametric 
Gaussian mixture model is not suitable for modeling complex data that do not have 
normal features. 

Finally, as future work, we suggest the validation of this model with experiments 
that use real data. Furthermore, a lot of improvements of model conception pre-
conditions can be done, like the use of other types of kernel functions, the use of 
semi-parametric mixture models [14], the adoption of stochastic models (e.g. Markov 
process) for eliminating the statistic independence pre-condition between the events, 
among others. 
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