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Abstract. A Human-Computer Interaction (HCI) system has been developed 
with an Artificial Neural Network (ANN) using a motion tracker and a data 
glove. The HCI system is able to recognize American Sign Language letter and 
number gestures. The finger joint angle data obtained from the strain gauges in 
the sensory glove define the hand shape while the data from the motion tracker 
describe the hand position and orientation. The data flow from the sensory 
glove is controlled by a software trigger using the data from the motion tracker 
during signing. Then, the glove data is processed by a recognition neural 
network. 

1   Introduction 

Using our hands is a primary way of interacting with the outside world. We perform 
many everyday tasks with our hands; however, we usually use constrained peripheral 
devices such as a mouse, keyboard or joystick to work with a computer and computer-
controlled applications. Sensory glove based input devices could be used overcome 
this limitation [1]. Commercial devices, such as the VPL data glove and Mattel power 
glove, have led to an explosion of research and development projects using electronic 
glove interfaces to computer applications and computer controlled devices. These 
applications include virtual reality, video games, scientific visualization, puppetry, 
and gesture-based control. 

There has been a significant amount of research work done in the area of gesture 
recognition in the last decade due to the recent advances in hardware and software for 
human-computer interaction (HCI). Most of these studies were mainly in the area of 
sign language recognition [2-6] and game control as well as some other HCI tasks [7].  

In this study, an HCI system is designed and implemented with an artificial neural 
network for recognition of ASL letter and number gestures using Cyberglove and 
Flock of Birds devices. The neural network for gestures recognition is activated by a 
software trigger. When the software finds the velocity of the hand below a threshold 
value, the data from the Cyberglove™ is sent to the gestures recognition network. The 
data flow from the input devices to the recognition process is then turned off until a 
high-speed hand movement reactivates it. The software for gesture recognition is 
based on an ANN method. The system is able to recognize 31 hand gestures. The 
system is developed for human-computer interaction in a robotic workcell. 
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2   Overall System 

The objective of this project is to control a robotic workcell with commands issued 
through hand gestures, which are recognized by a hand gesture recognition system. 
The system consists of the following components: object recognition, target detection, 
inverse kinematics solution, path planning, and robot control [8]. Figure 1 illustrates 
the overall system. The dashed-line blocks are not discussed in this paper. 

 

Fig. 1. Overall system block diagram 

3   System Hardware  

We use a right-hand Cyberglove™ (Figure 2) to retrieve the values of finger joint 
angles  for gesture features. The glove measures the bending angles at various 
positions and the frequency of data collection can reach 150 Hz. The glove contains 
fifteen sensors: three for the thumb, two for each of the other four fingers, and four 
sensors located between the fingers. To track the position and orientation of the hand 
in 3-D space, we mount the Flock of Birds® motion tracker (Figure 3) on the wrist. 
The receiver is located in a DC pulsed magnetic field and its effective range is up to 8 
feet around the transmitter. The measuring frequency can reach 144 Hz.  

Open Inventor SDK (Software Development Kit) is used in the software 
development for  3-D scene rendering and interactive programming. It is a high-level 
 

                                                                                                         
 

 
 
 
 
 
 
 

    Fig. 2. The Cyberglove™ with 18 sensors     Fig. 3. The Flock of Birds® 3-D motion tracker 
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tool kit developed in OpenGL for graphic rendering and user interaction. The 
software system is implemented using the Object Oriented Programming (OOP) 
technology; therefore, it is easily extendable. 

4   ANN Based Gesture Recognition 

We have designed an HCI system for American Sign Language (ASL) letter and 
number gestures. ASL has twenty-six letters and ten numbers. Although most of the 
ASL letter and number gestures depend on finger positions only, some of them also 
depend on hand orientation, and two of them are dynamic. There are great similarities 
between the signs of g and q, h and u, and k and p. The letters of each of these pairs 
have the same hand shape, but their hand orientations are different. There are also 
great similarities between i and j, and x and z. The letters of each of these pairs have 
the same hand shape, but the signs for j and z are dynamic. Figure 4 shows the hand 
signs for ASL letters. 

 

Fig. 4. ASL alphabet gestures 

Our HCI system is based on finger positions only; therefore the alphabet characters 
g, h, p, j and z are not used. In other words, thirty-one gestures in total are used in the 
HCI system. The HCI system provides the user with the capability of generating 
many different  commands using the 31 letters and numbers. In total, there are 55 
commands: 10 commands for the conveyor, 30 commands for the robot arm, 10 
commands for the image processing, and 5 commands for the whole system. Each 
hand shape either corresponds to a unique command such as start, stop, etc. or it is 
part of a more complex command composed of multiple hand shapes. There are 
complex commands which may use up to four hand gestures. For example, RT11 
command means “take object number 1 and place in bin number 1”. Some commands 
are given in Table 1. 

A multi-layer ANN is designed to recognize the ASL letter and number gestures. 
The ANN model was detailed in previous papers [9, 10]. The input to the network 
consists of 15 Cyberglove data elements. The proposed ANN, a multi-layer 
feedforward network, consists of 15 input neurons, 20 hidden neurons, and 31 output 
neurons. A Levenberg-Marquardt backpropagation algorithm is used for training. The 
ANN has been trained and tested for two different data sets: single-user data and 
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Table 1. Representative commands for the HCI system 

Whole 
system 

Conveyor Robot arm Image processing 

S- stop CS- start 
conveyor 

ROC- cubic path IS- start image capturing 

E- end CE- stop 
conveyor 

ROS- sinusoidal path IE- stop image capturing 

  RAN- add noise ICF- extract image features  
  RT11- take object 1

to bin 1 
IA- add image to database 

 
multi-user data. The output vector consists of 31 elements. The maximum of these 
elements corresponds to an alphabet or sign. The training set is composed of two files, 
input and output. The input file contains Cyberglove data which belong to 31 
characters, and each character has 15  values which are provided as input to the ANN. 
The target vector consists of 31 values. All of these values are set to 0 except one 
value, which is set to 1.  The position of the element with 1 defines the hand shape. 
The overall design of the HCI system is given in Figure 5. It consists of four parts: 
selection of input data, trained network, output decoding and command generation. 

 

Fig. 5. The HCI system block diagram 

A software trigger controls the reading of input data to the recognition network. 
When the trigger finds the velocity of the hand below a threshold value, in our case 
0.05 (unit/second), the data from the Cyberglove and Flock of Birds is sent to the 
gesture recognition network. The data flow between the input devices and the 
recognition process is turned off until a hand velocity reactivates it. The reactivation 
velocity is set at 0.5.  The three-layer word recognition network has 15 inputs, 20 
hidden neurons and 31 output neurons. The selection block determines the maximum 
output of the ANN, and then the treshold block checks whether the maximum output 
value is acceptable or not. In the final part, the system output is stored in a variable to 
form a command.  After issuing the command, the corresponting procedure of the 
command is procesed by touching a virtual red ball. The recognized letters and 
commands are displayed on the screen using an Open Inventor interface. Some of the 
ASL letters recognized by our system are illustrated in Figure 6, and some of  
cereated commands are showned in Figure 7. 
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Fig. 6. Sample outputs representing four recognized hand shapes representing ASL letters 

    

Fig. 7. Three command samples 

5   System Test Results 

Two ASL letter and number recognition systems have been developed, one with a 
single-user model and one the other with a multiple-user model. The recognition 
system with a single user model was first trained with data from three samples. When 
that was not effective, we trained the ANN with six, nine, then twelve and finally, 
fifteen samples. Similarly, the recognition system with a multi-user model was first 
trained with data from three samples, then six, nine, twelve and finally, fifteen 
samples. At the testing stage, real-time data from alphabet and number gestures are 
used. Each of these two systems  was tested  starting with A and ending with 9. The 
testing results are given in Table 2 and Table 3. The recognition accuracy of the 
single-user system is about 96% when the system is trained with 15 samples and 
tested in real time.  

Table 2. Test result for a single user 

ASL alphabet
Samples A B C D E F I L M N O P Q R S T U VWX Y 1 2 3 4 5 6 7 8 9 10

3 / - - / - - - / - / / - / - - / - / - / / - / - - - / / / / /
6 - - - - - - / - - / - - / - - - - - - / / - / / - - / / - - /
9 - - - - - - / - - / - / - - - - - - - / - - - - - - - - - / -
12 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
15 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

(/) unrecognized, (-) recognized  
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Table 3. Test result for multiple users 

ASL alphabet
Samples A B C D E F I L M N O P Q R S T U VWX Y 1 2 3 4 5 6 7 8 9 10

3 / / - / - - - / / - / / / - / / - / - / / - / - - - / / / / /
6 / - - / - - / - / / - - / - - - / - - / / / / / - - / / - - -
9 - - - - - - - / - / - / - - - - - / - / - - - / - / - - - / -
12 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - /
15 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

(/) unrecognized, (-) recognized  

6   Conclusion 

A Human-Computer Interaction system has been developed with an artificial neural 
network using position/orientation sensors and sensory glove data for recognition of 
31 ASL alphabet and number gestures. The system uses a Cyberglove, and a Flock of 
Birds 3-D motion tracker to provide the data input, and it has been trained and tested 
for single and multiple users for 31 hand gestures. The test results have shown that the 
proposed technique is capable of performing accurate real-time recognition of hand 
gestures. 
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