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Abstract. Following the idea of neural networks, multi-layer statistical
classifier [3] was designed to capture interactions between measurement
variables using nonlinear transformation of additive models. However,
unlike neural nets, this statistical method can not readjust the initial
features, and as a result it often leads to poor classification when those
features are not adequate. This article presents an iterative algorithm
based on backfitting which can modify these features dynamically. The
resulting method can be viewed as an approach for estimating posterior
class probabilities by projection pursuit regression, and the associated
model can be interpreted as a generalized version of the neural network
and other statistical models.

1 Introduction

In high-dimensional classification problems, often a smaller number of features
(linear combination of measurement variables) contain most of the information
about class separability. Proper identification of these features helps to reduce
the dimensionality of the problem which in turn reduces the computational com-
plexity and storage requirement. If we restrict ourselves to linear classification,
results for feature extraction are available in the literature [6], [12], [9]. However
in practice, linear classifiers are often found to be inadequate and one needs
to extract relevant features for nonlinear classification. In regression, projection
pursuit model [7] was developed to compensate for this inadequacy, and artifi-
cial neural network models [14] provide much more flexibility for classification.
Both of them have their own strengths and limitations. In this article, we try to
combine these two approaches in order to develop an iterative feature selection
(IFS) method, which is more flexible and statistically meaningful.

2 Nonlinear Classification and IFS

In classification problems, one aims to achieve maximum accuracy in assigning
p-dimensional observations x into one of J competing classes. The optimal Bayes
rule [1] assigns an observation to the class with the largest posterior probabil-
ity. In practice, one estimates these unknown probabilities using the available
training data. Many nonparametric classification methods like neural nets [14]

S.K. Pal et al. (Eds.): PReMI 2005, LNCS 3776, pp. 170–175, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Feature Extraction for Nonlinear Classification 171

and classification using splines (CUS) [2] put the classification problem in a re-
gression framework and regress the indicator variables Y1, . . . , YJ (defined for
J classes) on the measurement space to estimate E(Yj | x) = p(j | x), the
posterior probabilities. CUS uses additive models to estimate these posteriors
and associated class boundaries. But in practice, these boundaries may be more
complex, and one needs to find suitable classification algorithms in such cases.
Bose [3] proposed the multi-layer statistical classifier (MSC), which uses the es-
timated posterior probabilities obtained by CUS as new features and repeats
the CUS procedure with them to get the final posterior probability estimates.
In the process, some interactions are indirectly introduced in the model which
helps to improve the performance of CUS. However, unlike neural nets, MSC can
not re-adjust the features selected by CUS. As a result, the improvement over
CUS is often not that significant. On the other hand, neural network training
algorithms try to re-adjust these features iteratively, but this popular method
lacks meaningful statistical interpretations.

This article presents an iterative feature selection (IFS) algorithm, which tries
to estimate the best possible features from the data and then performs CUS with
the extracted features to estimate the posterior probabilities. Backfitting is used
for dynamic feature adjustment, which makes the method more flexible. IFS
can be viewed as an approach to estimate the posterior probabilities p(j | x)
by projection pursuit regression model ψj(x) = φj0 +

∑p
i=1 φji(α

′

ix), where
φj0 is a constant, αi’s are feature directions and φji’s are smooth univariate
functions. IFS uses cubic splines as univariate functions φji and estimates αi,
φj0 and φji iteratively. Note that the additive model used in CUS is a special
case of IFS when αi’s are unit vectors along the co-ordinate axes. If sigmoidal
transformations are used as the smooth univariate functions, this model turns
out to be the popular perceptron model with one hidden layer. Since, our aim is
to extract low dimensional features for visualizing class separability, instead of
starting with too many features, here we restrict this number to the dimension
of the original measurement space.

3 Description of IFS Algorithm

Like neural nets, IFS regresses the indicators Y1, Y2, . . . , YJ on the measurement
variables. We take the eigen vectors of W−1(W+B) (where B and W are between
class and within class sum of square matrices respectively) as the initial feature
directions αi (i = 1, 2, . . . , p) and place K knots (based on order statistics) on
the range of each feature Zi = α

′

ix to construct the basis functions. Following
the idea of Breiman [4], we use the set of power basis functions {1, Zi, (Zi −
tk)3+, k = 1, 2, . . . , K; i = 1, 2, . . . , p} for fitting cubic splines. We regress
Yj (j = 1, 2, . . . , J) on these basis functions to get the initial estimates for
φj0, φj1, . . . , φjp. Posterior probability estimates Ŷjn = ψj(xn) and residuals
rjn = Yjn −Ŷjn , n = 1, 2, . . . , N (N being the training sample size) are computed
to find the residual sum of squares (RSS) =

∑J
j=1

∑N
n=1 r2

jn
.
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Backfitting is used to re-adjust the features Z1, Z2, . . . , Zp iteratively. At
any stage αi is adjusted by a factor δi, where δi is obtained by minimizing
RSS �

∑J
j=1

∑N
n=1[rjn − δ

′

iη
(i)
jn

]2, where η
(i)
jn

= ∂φji

∂αi
|x=xn is computed using

the current estimates of αi and φji. This new estimate of αi is normalized and
Zi is recomputed. Knots are placed on its range to find the new basis functions.
Yj −

∑
k �=i φjk(Zk) is then regressed on these basis functions to get new estimates

of φj0 and φji (j = 1, 2, . . . , J). In this manner, all the p features (Z1, Z2, . . . , Zp)
are updated one by one. This step is repeated until no significant improvement in
RSS is observed over some consecutive iterations. At the end, Yj is regressed on
the resulting basis functions to get the final estimates for φj0, φj1, . . . , φjp (j =
1, 2, . . . , J). Like CUS, IFS puts no restriction on ψj (j = 1, 2, . . . , J) to ensure
that they are in [0, 1]. Imposing positivity restrictions by any manner results in
much more complicated but not necessarily better classification [13]. However,
inclusion of intercept terms φj0 (j = 1, 2, . . . , J) in the set of basis functions
guarantees the additivity constraint (

∑J
j=1 ψj(xn) = 1, ∀n = 1, 2, . . . , N).

After fitting the initial model using large number of knots, backward deletion
is used to delete the knots and hence the basis functions one by one. At any
stage, we delete the basis function whose deletion leads to least increase in
RSS. However, the linear basis function Zi (i = 1, 2, . . . , p) is not considered
as a candidate for deletion until all knots on that variable get deleted. This
backward deletion process is done by using a modified Gaussian sweep algorithm
[4]. It generates a sequence of nested models indexed by their dimensionalities.
To arrive at the final and parsimonious model, we adopt the cost complexity
criterion proposed in [5], where the ideal cost parameter is selected by 10-fold
cross-validation technique [14]. To explain local patterns of the measurement
space, the number of initial knots should be reasonably large. However, use of
too many knots may make the algorithm numerically unstable. Our empirical
experience suggests that 10 − 12 knots per variable is enough for a moderately
large sample size and the final result is not too sensitive on this choice.

4 Experimental Results

For illustration, we present the result of a two-class problem in five dimension,
where the first two measurement variables in the two classes are distributed as

Π1 : (X1, X2) ∼ N2(0, 0, 1, 1, 1/2) and Π2 : (X1, X2) ∼ U [−5, 5] × U [−5, 5].
Other three variables are i.i.d. N(0, 1) in both classes, and these variables are
used to add to the noise. Clearly, the optimal class boundary is of the form
X2

1 + X2
2 − X1X2 = C0 for some constant C0. This can be re-written (not

uniquely) as A{(X1 − 0.5X2)}2 + BX2
2 = C, where A, B and C are appropriate

constants. Thus, we see that only two linear features contain the information
about class separability. When we ran IFS algorithm on different sets of 500
observations generated from these two-classes, the final model contained exactly
two features in most of the cases. Figure 1 shows the estimated features and class
boundary for one such data set. Clearly, IFS could obtain appropriate estimates
of features and that of the optimal class boundary in this case.
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Fig. 1. Estimated features and class boundary

To compare the performance of IFS with other classification techniques like
linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), ker-
nel discriminant analysis (KDA) [11], CUS, MSC and neural nets (as imple-
mented in [8]), we report the misclassification rates of these methods for this and
two other data sets. For kernel discriminant analysis, we standardize the obser-
vations in a class using the usual moment based estimate of the class dispersion
matrix to make the data cloud more spherical and then use same bandwidth in
all directions to find out the density estimate for the standardized data vector.
Density estimate at the original data point can be obtained from that using a
simple transformation formula when the measurement variables undergo a linear
transformation. Least square cross validation [15] is used to find the bandwidths
that minimize the mean integrated square errors of kernel density estimates
of different classes and those bandwidths are used for density estimation and
classification.

In our second simulated example, each class is an equal mixture of two bivari-
ate normal populations. The location parameters for components of class-1 are
(1, 1) and (3, 3), whereas those for class-2 are (2, 2) and (4, 4). All components
have the same scatter matrix 0.25I. For both of these examples, we used training
sets of size 500 and test sets of size 3000 taking equal number of observations
from each class. In each case, we repeated the experiment 10 times, and the av-
erage test set error rates over these 10 trails are reported in Table-1 along with
their corresponding standard errors. Since these are simulated examples, one can
also plug-in the true densities of the two populations in the Bayes rule to classify
the observations. In Table-1, we also present the average misclassification rates
of this optimal Bayes classifier for these two examples with their corresponding
standard errors. For the third example, we consider a benchmark data set related
to a vowel recognition problem (available at http://www.ics.uci.edu), where we
have 10 dimensional observations from 11 different classes. This data set has
specific training and test sets, and we report the test set error rates of different
methods in Table-1. In Example-2 and Example-3, IFS led to the best perfor-
mance among the classifiers considered here. Misclassification rates for different
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Table 1. Misclassification (in %) rates for different classification methods

Example-1 Example-2 Example-3
Optimal 10.74 (0.14) 12.08 (0.19) —
LDA 49.98 (0.33) 45.23 (0.57) 55.63
QDA 11.61 (0.17) 45.44 (0.54) 52.81
KDA 12.43 (0.16) 12.68 (0.23) 62.12
CUS 14.30 (0.27) 18.35 (0.41) 51.30
MSC 14.02 (0.28) 18.54 (0.40) 45.67
Neural Net 12.48 (0.19) 12.58 (0.21) 48.92
IFS 11.88 (0.22) 12.38 (0.18) 43.29

types of kernel methods and other nonparametric classifiers on vowel recogni-
tion data are available in [12] and [10]. Results of our proposed method is better
than those reported error rates. Since the optimal class boundary in Example-1
is quadratic, QDA is expected to perform well, but IFS could nearly match the
performance of QDA.

It is difficult to find out the expression for computation complexity of IFS
algorithm. Since IFS is an iterative algorithm, in addition to depending on the
sample size, number of classes and number of basis functions, the computing time
depends on the closeness of the initial and final solution and the convergence
criterion as well. However, as a nonparametric classifier IFS works reasonably
fast. When 10 knots are used on each of the 10 variables in vowel recognition
data, it took nearly 30 minutes on a pentium 4 machine for model selection and
classification. Note that we had to run IFS algorithm 11 times including 10 times
for cross-validation. We terminated the iteration in IFS if the relative change in
RSS is less than 0.1% over 10 consecutive iterations. Of course, one can relax this
convergence criterion to cut down the computing time. The overall performance
of IFS turned out to be excellent which should be explored and tested further.
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