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Abstract. It is presented herein a new thresholding algorithm for images of his-
torical documents. The algorithm provides high quality binary images using en-
tropy information of the images to define a primary threshold value which is ad-
justed with the use of ROC curves. 

1   Introduction 

Thresholding or binarization is a conversion from a color image to a bi-level one. This 
is the first step in several image processing applications. This process can be under-
stood as a classification between objects and background in an image. It does not 
identify objects; just separate them from the background. This separation is not so 
easily done in images with low contrast. For these cases, image enhancement tech-
niques must be used first to improve the visual appearance of the image. Another 
major problem is the definition of the features that are going to be analyzed in the 
search of the correct threshold value which will classify a pixel as object or back-
ground. The final bi-level image presents pixels whose gray level of 0 (black) indi-
cates an object (or the signal) and a gray level of 1 (white) indicates the background. 
With document images, the background can be seen as the paper of the document and 
the object is the ink. 

When the images are from historical documents this problem is quite singular. In 
these cases, the paper presents several types of noise. In some documents, the ink has 
faded; some of the others were written on both sides of the paper presenting ink-
bleeding interference. A conversion into a bi-level image of this kind of documents 
using a nearest color threshold algorithm does not achieve high quality results. Thus 
ink and paper separation is not always a simple task. 

In this work, we analyze the application of the thresholding process to generate 
high quality bi-level images from grey-scale images of documents. The images are of 
letters, documents and post cards from the end of the 19th century and beginning of 
the 20th century. The Image Processing of Historical Documents Project (DocHist) 
aims at the preservation of and easy access to the content of a file of thousands of 
documents. 

In the complete file, there are documents written on one side or on both sides of the 
sheet of paper. In the latter case, two classes are identified: documents with or without 
back-to-front interference. 
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    The second class is the most common and it is easy to reduce the color palette 
suitably. The bi-level image can be generated from the grayscale one through the 
application of a threshold filter. A neighborhood filter [15] can also be used to reduce 
the “salt-and-pepper” noise in the image. 
    Palette reduction of documents with ink-bleeding interference is far more difficult 
to address. A straightforward threshold algorithm does not eliminate all the influence 
of the ink transposition from one side to the other in all cases. 
    It is presented herein a variation on a previous entropy-based algorithm [12]. It is 
used to define a primary threshold value which is adjusted using Receiver Operating 
Characteristic (ROC) curves [13]. 

2   Materials and Methods 

This research takes place in the scope of the DocHist Project for preservation and 
broadcasting of a file of thousand of historical documents. The bequest is composed 
of more than 6,500 letters, documents and post cards which amounts more than 
30,000 pages. 
    To preserve the file, the documents are digitized in 200 dpi resolution in true color 
and stored in JPEG file format with 1% loss for better quality/space storage rate. Even 
in this format each image of a document reaches, in average, 400 Kb. Although 
broadband Internet access is a common practice nowadays, the visualization of a 
bequest of thousand of files is not a simple task. Even in JPEG file format all the 
bequest must consume Giga bytes of space. There are new mobile devices which are 
not suitable to access large files as palm tops or PDA´s (Personal Digital Assistants). 
    A possible solution to this problem is to convert the images to bi-level which is not 
a simple task. As said before, some documents are written on both sides of the paper 
creating back-to-front interference; in others the ink has faded. Thus, the binarization 
by commercial softwares with standard settings is not appropriate. Figure 1 presents a 
sample document and its bi-level version produced by straightforward threshold algo-
rithms. 
    Besides compression rates, high quality bi-level images yield better response from 
OCR tools. This allows the use of text files to make available the contents of the 
documents instead of its full digitized image. 
    The problem remains in the generation of these bi-level images from the original 
ones. For this, an entropy-based segmentation algorithm was proposed and extended 
with variations in the logarithmic basis [12]. 

2.1   Thresholding Algorithms 

There are several algorithms for thresholding purposes. The first ones were based on 
simple features of the images or their histograms. The mean of the grayscale histo-
gram is used as cut-off value in the thresholding by mean gray level [15]. Another 
algorithm is based on the percentage of black pixels desired [15] (10% is the value 
suggested in [15]). In the two peaks algorithm, the threshold occurs at the low point 
between two peaks in the histogram [15]. In adaptive algorithms, the iterative selec-
tion [17] makes an initial guess at a threshold value which is refined improving this 
value. The initial guess is the mean gray level which separates two areas and the mean 
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values of these areas are evaluated (Tb and To). A new estimative of the threshold is 
evaluated as (Tb + To)/2. The process repeats with this new value of threshold until 
no change is found in the value in two consecutives steps. 

It is presented herein some of the most well-known thresholding algorithms, which 
are classified based on the type of information used. The taxonomy used herein de-
fines three categories of thresholding algorithms based on histogram entropy, maximi-
zation or minimization functions and fuzzy theory. 

 

              

Fig. 1. (left) Grayscale sample document written on both sides of the paper and (right) its bi-
level version by a threshold algorithm 

    Entropy [19] is a measure of information content. In Information Theory, it is as-
sumed that there are n possible symbols s which occur with probability p(s). The 
entropy associated with the source S of symbols is: 
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where the entropy can be measured in bits/symbols. Although the logarithmic base is 
not defined, [7] and [10] analyze that changes in the base do not affect the concept of 
entropy as it was explored in [12]. 
    Six entropy-based segmentation algorithms are briefly described herein: Pun [16], 
Kapur et al [6], Johannsen [5], Li-Lee [11], Wu-Lu [20] and Renyi [18]. 
    Pun’s algorithm [16] analyses the entropy of black pixels, Hb, and the entropy of 
the white pixels, Hw, bounded by the threshold value t. The algorithm suggests that t 
is such that maximizes the function H = Hb + Hw, where Hb and Hw are defined by: 

∑
=

−=
t

i

ipipHb
0

])[log(][      (Eq. 1) 

∑
+=

−=
255

1

])[log(][
ti

ipipHw      (Eq. 2) 

where p[i] is the probability of pixel i with color color[i] is in the image. 
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In [6], Kapur et al defined a probability distribution A for an object and a distribu-
tion B to the background of the document image, such that: 

A: p0/Pt, p1/Pt, ..., pt/Pt 
B: (pt+1)/(1 – Pt), (pt + 2)/(1 - Pt),..., p255/(1 – Pt) 
 
    The entropy values Hw and Hb are evaluated using Equations 1 and 2 with p[i] 
defined with these new distributions. The maximization of the function Hw + Hb is 
analyzed to define the threshold value t. 

Another variation of an entropy-based algorithm is proposed by Johannsen and 
Bille [5] trying to minimize the function Sb(t) + Sw(t), with: 
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where E(x)=-xlog(x) and t is the threshold value. 

The Li-Lee algorithm [11] uses the minimum cross entropy thresholding, where the 
threshold selection is solved by minimizing the cross entropy between the image and 
its segmented version. 

The basic idea of the Wu-Lu algorithm is the use of the lower difference between 
the minimum entropy of the objects and the entropy of the background [20]. The 
method is very useful in ultra-sound images which have few different contrast values. 

The Renyi method [18] uses two probability distribution function (one for the ob-
ject and the other for the background), the derivatives of the distributions and the 
methods of Maximum Sum Entropy and Entropic Correlation. 

Other algorithms are based on the maximization or minimization of functions. Al-
though Kapur and Johannsen algorithms, presented previously, work in the same way, 
they were classified as Entropy algorithms because of the major importance of this 
feature in them. For this category of algorithms, five techniques are selected. 

The Brink method [8] identify two threshold values (T1 and T2), using the Brink´s 
maximization algorithm. The colors below T1 are turned to black and the colors 
above T2 are turned to white. The values between T1 and T2 are colorized analyzing 
the neighbors of the pixel. A 25x25 area is analyzed and, if there is a pixel in this area 
which color is greater than T2, then the pixel is converted to white. 

In the Minimum Thresholding algorithm, Kittler and Illingworth [9] use the histo-
gram as a measured probability density function of two distributions (object and 
background pixels). The minimization of a criterion function defines the threshold. 

Fisher method [1] consists in the localization of the threshold values between the 
gray levels classes. These threshold values are found using a minimization of the sum 
of the inertia associated to the two different classes. 

In the Kittler and Illingworth Algorithm based on Yan´s Unified algorithm [22] the 
foreground and background class conditional probability density functions are as-
sumed to be Gaussian, but in contrast to the previous method the equal variance as-
sumption is removed. The error expression can be interpreted also as a fitting expres-
sion to be minimized. 
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Otsu [14] suggested minimizing the weighted sum of within-class variances of the 
foreground and background pixels to establish an optimum threshold. The algorithm 
has its basics in the discriminant analysis. The segmentation is done using the mean 
values of the foreground and background classes (

bµ  and 
wµ , for the pixels classified 

as ink or paper, respectively), of the between-classes variances 2
bσ , within-classes 

variances 2
wσ  and total variance 2

Tσ . Otsu demonstrated that the optimal value of the 

threshold t* can be reached by the maximizing the function 
2

2 )(
)(

T

b t
t
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ratio between the variance between-classes and the total variance. 
In a fuzzy set, an element x belongs to a set S with probability px. This definition of 

fuzzy sets can be easily applied to the segmentation problem. Most of the algorithms 
use a measure of fuzziness which is a distance between the original gray level image 
and the segmented one. The minimization of the fuzziness produces the most accurate 
binarized version of the image. We can cite three binarization algorithms that use 
fuzzy theory: C Means [4], Huang [3] and Yager [21]. 

In addition, there is also the Ye-Danielsson [2] algorithm which is implemented as 
an iterative thresholding. 

Fig. 2 presents the application of these algorithms in the sample document of Fig. 
1. It can be observed that some algorithms performance was very poor as some im-
ages are completely black or white. 

2.2   Entropy-Based Segmentation Algorithm 

At first, the algorithm scans the image in search for the most frequent color, t. As we 
are working with images of letters and documents, it is correct to suppose that this 
color belongs to the paper. This color is used as an initial threshold value for the 
evaluation of Hb and Hw as defined in Eq. 1 and 2 before. 
    As defined in [7], the use of different logarithmic bases does not change the con-
cept of entropy. This base is taken as the area of the image: width by height. 
    With Hw and Hb, the entropy, H, of the image is evaluated as their sum: 

 HbHwH += .                                                 (Eq. 3) 

Based on the value of H, three classes of documents were identified, which define 
two multiplicative factors, as follows:  

• H ≤ 0.25 (documents with few parts of text or very faded ink), then mw = 2 and 
mb = 3; 

• 0.25 < H  < 0.30 (the most common cases), then mw = 1 and mb = 2.6; 
• H ≥ 0.30 (documents with many black areas), then mw = mb = 1. 

    These values of mw and mb were found empirically after several experiments 
where the hit rate of OCR tools in typed documents (as the one of Fig. 3-left) defined 
the correct values. With the values of Hw, Hb, mw and mb the threshold value, th, is 
defined as: 

HbmbHwmwth .. += .                                          (Eq. 4) 
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Fig. 2. Application of several thresholding algorithms in document presented in Fig. 1 with 
back-to-front interference 

    The grayscale image is scanned again and each pixel i with graylevel[i] is turned to 
white if: 

thigraylevel ≥)256/][( .                                          (Eq. 5) 

Otherwise, its color remains the same (to generate a new grayscale image but with a 
white background) or it is turned to black (generating a bi-level image). This is called 
the segmentation condition. 

 
    Fig. 3 presents a zooming into a document and its binarized version generated by 
the entropy-based algorithm. 

The problem comes when the images have back-to-front interference. As it can be 
seen in Fig. 4, the results of the algorithm are not the best, even though it is far better 
 
 

   

Fig 3. (left) Sample document and (right) its bi-level version by entropy algorithm .
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than other ones. It can be noticed in Fig. 4-left that the bi-level image presents some 
elements of the opposite side of the paper, although its quality is much better than the 
one created by a straightforward thresholding algorithm (Fig. 4-center). The correc-
tion of this threshold value is proposed in the next Section with the use of ROC 
curves. 

 

   

Fig. 4. (left) Sample document with back-to-front interference, (center) binarized image using a 
nearest color thresholding algorithm with default values and (right) bi-level image generated by 
new entropy-based algorithm  

2.3   Thresholding by ROC Curves 

The threshold value defined by the entropy-based algorithm is not always the best 
value. So, to adjust this value, it used a receiver operating characteristic (ROC) curve 
from Detection Theory [13]. This is usually used in medical analysis where some tests 
can generate true positives (TP), false positives (FP), true negatives (TN) and false 
negatives (FN) answers. TP represents the number of patients who have some disease, 
and have this corroborated by having a "high" test (above some chosen cutoff level). 
FP represents false positives - the test was wrong, and resulted that non-diseased 
patients are really ill. Similarly, true negatives are represented by TN, and false nega-
tives by FN. 
    In elementary statistical texts, some will encounter other terms: 

• The sensitivity is how accurate the test is at picking out patients with the disease. 
It is simply the True Positive. In other words, sensitivity gives us the proportion 
of cases picked out by the test, relative to all cases that actually have the disease. 

• Specificity is the ability of the test to pick out patients who do not have the dis-
ease. This is synonymous with the True Negative. 

    A receiver operating characteristic (ROC) curve shows the relationship between 
probability of detection (PD) and probability of false alarm (PFA) for different thresh-
old values. The two numbers of interests are the probability of detection (TP) and the 
probability of false alarms (FP). The probability of detection (PD) is the probability of 
correctly detecting a Threat user. The probability of false alarm (PFA) is the probabil-
ity of declaring a user to be a Threat when s/he is Normal. The detection threshold is 
varied systematically to examine the performance of the model for different  
thresholds. Varying the threshold produces different classifiers with different (PD) 
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and probability of false alarm (PFA). By plotting PD and PFA for different thresholds 
values, one can get a ROC curve. 
    For thresholding applications, this theory can be easily adapted as one can see the 
TP as the ink pixels correctly classified as object; FP represents background elements 
classified as object, and so on. 
    The new proposed algorithm starts with the application of the previous entropy-
based algorithm. This initial threshold value (th) is used to define a binary matrix (M) 
with the same size of the input image. Each cell of this matrix is set to true if the 
corresponding pixel in the input image (IM) is equal to th. This leads to the building 
of the PD versus PFA curve (the ROC curve) according to algorithm 1. 

 
Algorithm 1 

n1 ← the number of true elements in M (elements equal to th in IM) 
n0 ← the number of false elements in M (elements different to th in IM) 
for t = 0 to 255 
      pd(t) ← ∑ (IM > t AND M)/n1 
      pfa(t) ← ∑ (IM > t AND ¬M)/n0 
end 

 
    For our kind of images, the ROC curve defined by this algorithm is a step like func-
tion which has its maximum values equal to 1 for both axes. Different initial threshold 
values define different ROC curves. 

Fig. 5 presents the PD versus PFA curve for the sample image of Fig. 4-left. For 
this document, th = 104 and PFA is equal to 1 when PD is 0.758. 

One can see in the bi-level image (Fig. 4-right) that there are still many elements of 
the ink that is in the other side of the paper. So this cut-off value is not the best one. 

It was observed in the handwritten documents that the percentage of ink is about 
10% of the complete image. So, the correct ROC curve must grow to 1 when PD 
values about 0.9. For this, different values of th must be used. This creates different M 
matrixes leading to new PDxPFA curves. If the curve grows to 1 with PD less than 
0.9, then the initial th must decrease; otherwise, it must increase. Fig. 6 presents some 
resulting images for different th and the PD value which turns PFA equals to 1, start-
ing from the initial th = 104, and PD = 0.758 (present in Fig. 5). 

 

 

Fig. 5.  (top-left) Original document with back-to-front interference. (top-right) Binarized 
version generated with th = 104. (bottom) PD versus PFA graphic; PFA = 1 for PD = 0.756. 
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a) b) c) d) 

Fig. 6. Bi-level images generated by different threshold values (th) and the corresponding PD 
value for which PFA turns equal to 1: a) th = 100, PD = 0.771, b) th = 90, PD = 0.8244, c) th = 
80, PD = 0.8534 and d) th = 70, PD = 0.8749 

3   Results 

For the sample document of Fig. 4, the initial threshold value is 104 and, as it could 
be seen, it did not result a good quality image. For this th, PD is 0.756 (Fig. 5). So, the 
th value must be decreased until PD equals to 0.9. In fact, a small variation of this PD 
value is accepted. Changing the th value, PD reaches the value of 0.8983 (when PFA 
turns from 0 to 1) with th = 57. The final PD versus PFA graphic just as the final bi-
level image of the sample document of Fig. 4 are shown in Fig. 7. 

Fig. 8 presents others sample documents, their bi-level images generated by the en-
tropy-based algorithm with and without the ROC correction and the threshold values 
defined (initial and final). 

As can be seen in Fig. 8, the correction achieved better quality images for all cases. 
The same happened with images without back-to-front interference. But, in these 
cases, the difference between the initial threshold value and the final one is smaller. 
Thus, the correction can be applied to every case. 
 
 

     

Fig. 7.  (left) Final bi-level version of document presented in Fig. 4-top-left after correction by 
ROC curve. (right) PD versus PFA graphic. The threshold value is now 57, with PD = 0.8983. 

4   Conclusions 

This paper presents a variation of an entropy-based thresholding algorithm for im-
ages of historical documents. The algorithm defines an initial threshold value which 
is adjusted by the use of ROC curves. These adjustments define new cut-off values 
and they generate better quality bi-level images. The method is quite suitable when  
 



914 C.A.B. Mello and A.H.M. Costa 

 
 
 

a) 

   
 Original Document th = 92 th = 33 

 
 
 

b) 

   
 Original Document th = 100 th = 69 

 
 
 

c) 

   
 Original Document th = 102 th = 50 

 
 
 

d) 

   
 Original Document th = 102 th = 58 

 
 
 

e) 

   
 Original Document th = 100 th = 29 

Fig. 8.  (left) Sample original documents and bi-level images generated by entropy-based 
threshold algorithm (center) without and (right) with ROC correction 
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applied to documents written on both sides of the paper, presenting back-to-front 
interference. By visual inspection, the binary images are far better than the ones pro-
duced by others well-known algorithm. 
    The monochromatic images can be used to make files of thousand of historical 
documents more easily accessible by the Internet even through mobile devices which 
have slower connections. 
    A MatLab implementation of the proposed algorithm just as a sample image of a 
document is avaliable at: http://www.upe.poli.br/dsc/recpad/site_hist/throc.htm 
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