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Abstract. In this paper a 3D graphics-based remote collaborative environment
is introduced. This system is able to provide multiclient and multimedia com-
munication, and exploits a novel multimodal user interaction paradigm based on
hand gesture and perceptual user interfaces. The use of machine vision technolo-
gies and a user-centered approach produce a highly usable and natural human-
computer interface, allowing even untrained users a realistic and relaxing expe-
rience for long and demanding tasks. We then note and motivate that such an
application can be considered as an Augmented Reality application; according to
this view, we describe our platform in terms of long-term usability and comfort
of use. The proposed system is expected to be useful in remote interaction with
dynamic environments. To illustrate our work, we introduce a proof-of-concept
multimodal, bare-hand application and discuss its implementation and the ob-
tained experimental results.

1 Introduction

The field of multiuser, networked Virtual Reality applications is wide and etheroge-
neous. A number of applications have been developed, each one of them being focused
on some specific aspect of graphics [1] [2], communication or collaboration [3], or even
portability on most widespread OSes and hardware platforms [4]. Among others, most
popular issues in literature have been integrability with well-established Internet ap-
plications (such as the Web) [5], mobility of the user [6], portability, and low-traffic
communication. In the era of multimodal and multimedia communication, though, the
new frontier is represented by the user interaction interface. Perceptual User Interfaces
(PUIs) use alternate sensing modalities to replace or complement traditional mouse,
keyboard, trackball and joystick input: specialized devices are exploited to provide the
user with alternate interaction channels, such as speech, hand gesture, etc. Three classes
of technologies can be exploited for PUIs. User-obtrusive technologies are based on
sensorized devices such as gloves, jackets, finger- or wrist- mounted sensors [7], which
the user must wear before initiating an interaction session. Environment -obtrusive tech-
nologies rely on a series of sensors or sensorized devices connected (usually physically
attached) to common life objects, such as touch-sensitive flat panels attached to the
usual whiteboard or on a desk, which communicate to the computer the needed infor-
mation about the user interaction. For example, the NTII virtual reality-based commu-
nication system [8] is composed by two or more individual stations, located in different
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places, connected by Internet and each one having its own personal PUI. An almost
straightforward alternative to obtrusive technologies is using computer vision to pro-
cess and analyse the video stream produced by a video camera pointing at the user.
Computer vision has been exploited to produce several “demonstration systems”, as
they are named in [9], for each of the classes listed above.

Indeed, in the past those studies have mainly involved the computer vision and
image processing communities, thus producing a plethora of different and often very
effective machine vision applications, which in most cases did not address some very
important issues related to traditional HCI research, such as usability, ergonomics, com-
patibility and integration with current applications. On the other hand, in recent years,
studies on Augmented Reality (AR) have closely focused on the problems related to
human factors such as comfort, long-term usability, user interfaces and perceptual prob-
lems, suggesting applications related to advanced visualization for scientific, medical
and industrial purposes, entertainment, and soldier augmentation [10].

A Virtual Reality application exploiting vision-based PUI technologies involves
combining real and virtual objects in a real environment, running interactively and in
real time, registering real and virtual objects with each other. Such a system matches
exactly with the definition of Augmented Reality system [11]. In this paper, thus, we
propose the use of vision-based PUIs to enable advanced interaction with Virtual Re-
ality environments as an Augmented Reality application. We then introduce an Aug-
mented Reality-based communication and collaboration environment, able to provide
multiclient and multimedia communication, which exploits a novel multimodal user in-
teraction paradigm based on hand gesture and other perceptual user interfaces. The use
of machine vision technologies and a user-centered approach produce a highly usable
and natural human-computer interface, allowing even untrained users a realistic and
relaxing experience for long and demanding tasks.

The paper is structured as follows: Section 2 describes the presented architecture,
motivating the main design options and technology issues; Section 3 illustrates the ex-
perimental results obtained from our proof-of-concept application and discusses its im-
plementation details; Section 4 resumes our concluding remarks.

2 System

The system is composed by a number of remote identical units connected each other
by a network infrastructure. The users, by means of these units, collaborate in design
tasks. Each unit (see Fig. 1) is composed by an entry-level PC, a video projector, a
low-intensity infrared spotlight, a network interface, a headset, two videograbbers and
two videocameras. Two video streams are thus acquired: one containing the user’s face,
the other the user’s hand gestures and the panel. A metallic support has been built to
hold a transparent plexiglas panel coated with a special semi-transparent film for rear
projection (see fig. 1), on which the graphical interface is projected through the video
projector.

The graphical interface of each unit is splitted in two sections, the first for rendering
(and interaction with) 3D Graphical objects and the second to show the remote collab-
orators we are working with. Each user can seize a shared object for editing: when the
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Fig. 1. The System Fig. 2. The Interface

object is seized, the other users can only visualize it and cannot edit it. If an user wants
to edit a seized object, he/she can reserve it and will be granted its control as soon as it is
again available. Users can create and save a project, add objects to it and “manipulate”
the objects as they would do in a real environment with a real object. Once a new project
has been created, all the remote users share a common virtual workspace in which dif-
ferent users can integrate or modify some components. A semaphore based policy has
been implemented to manage the access and the interaction within the workspace. The
second section of panel shows a video-conference environment with its common tools
in which each user working on the project is present. All the users at the same time
are showed in small windows, while a megnified window shows the user “active” on
a specified (clicked) object. Thus, at any time, each user knows who is editing which
object.

2.1 Human Computer Interface

The conventional gestures to be used for human-computer interaction should be few,
simple and natural.

After a careful evaluation, we choose some of the most common gestures in ev-
ery day life. For example, the gesture choosen for the common task of drag&drop is
composecd of the sequence “hand open-close-open” as we would do with real objects
to pick them up and release them in the required position. Another functionality, for
a simple interaction, should permit to easily select an object or a part of it: for this
task we choose the gesture that we use when pointing an object. We obtain the click
event (the selection) just holding the fingertip upon the object for a few seconds. The
double-click event is obtained with the sequence “ hand open-close-open”. Object re-
sizing is obtained by selecting an object, extending the thumb and the forefinger and
then moving the hand to reduce or magnify the selection. The context menu is opened
by extending the thumb. A complete gallery of the gestures we use is shown in Fig. 3.
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To get more functionalities, we augment our panel with some other graphical tools as a
virtual scrollbar, placed on the side of the “screen” which we use to zoom in and out
the entire workspace. Also, we introduce three virtual knobs that allow the user to rotate
the workspace around its axes, thus allowing a full 3D vision of the project; the rotation
speed is proportional to the rotation angle we virtually impress to the knob.

Fig. 3. The complete interaction gestures list: a) point
and click, b) rotate, c) resize, d) open menu, e) double-
click (or drag & drop)

Fig. 4. Standard deviation of the
error made tracing free hand an
arc of ellipse

The Vision System. The video stream of the user’s hand is acquired through a video-
camera located under the panel, while the acquisition of the user face is obtained
through a videocamera placed in front of her/him. The decision to implement an eco-
nomical system and thus to use entry-level hardware requires limiting the acquisition
resolution to 320x240 for the “panel” and to 176x144 for the “user face” so as to re-
duce the computational cost while meeting the realtime constraints. The panel side of
the vision system works in particularly critical lighting conditions: the user hand is lit
up mainly by the light beam from the video projector. This introduces a great degree of
variability and unpredictability in the lighting of the target (the user hand) of the track-
ing system. Poor lighting and the need to make the system robust to abrupt background
changes due to variations in the image being projected onto the panel make it neces-
sary to have an additional lighting system for the projection surface. This is achieved
by using a low-intensity infrared spotlight pointing towards the panel, which increases
the overall luminosity but does not affect the projection itself. In this way the user
hand appears white in the acquired image against an almost uniform black background.
Also, a low-cost infrared filter is placed in front of the videocamera lenses (panel side):
the effect is to eliminate most of the visible light component, which is mainly repre-
sented by the projected images. The overall result is therefore a sufficiently luminous
and contrasted image in which the user hand can be seen against a dark, almost uniform
background.

The segmentation of the scene, with the user hand moving against a variable back-
ground, is performed on each frame acquired by carrying out the following operations in
sequence: background subtraction, thresholding, morphological closing and extraction
of the connected components.
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2.2 Fingers Extraction

Several finger detection systems, available in literature, use signature (an unidimen-
sional representation of an object) analysis with respect to a fixed reference point. Our
system analyses the contours of the objects, found in the frame, to check whether an
hand is present. We use a contour analysis to understand if the frame contains fingers:
for each point A(x, y), the distance from another point B of the contour laying on the
perpendicular through A to the contour itself is calculated (see fig. 7). The distances cal-
culated and stored, for each point of the contour, produce an array. For an open hand,
the signature is like in Figure 5. Each part of the hand shows some peculiar features that
are similar for all users of the application. The figure 5 helps to understand the meth-
ods used for the contour analysis. Red section refers to the palm of the hand where the
peaks are undoubtedly larger than those related to the fingers, this section is not inter-
esting for fingers detection. Instead the section of array related to a finger (see figure 6)
shows some typical features that do not repeat in any other point of the array. In other
words, the fingers are distinguished by the presence of a central peak, due to the dis-
tances calculated close to the fingertip, and of two flat regions on both sides, due to the
distances calculated along the sides of the finger. The green section in Figure 5 refers to
the thumb: the peak is lower than in the other fingers but the flat regions on both sides
are a little higher than in the other fingers. The other fingers, blue in the figure, are a

Fig. 5. An example of user hand signature

Fig. 6. A Finger in the Signature Fig. 7. Contour Analysis
Method
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little narrower and their peaks are higher. Figure 5 shows that sometimes some peaks
can be ambiguous: in these situations a detection based only on the features described
above is unadequate or not fully reliable. Therefore, to improve the robustness of the
detection, some variations have been introduced. The first approach is to design an algo-
rithm able to select those points candidate to belong to a finger. In this way the range of
analysis is reduced to a smaller number of points and consequently the computational
cost is lower. The contour of fingers consist of points for which the direction coefficient
of the straight line, tangent to the contour and passing for them, changes abruptly. The
values of the direction coefficient are stored in an array and those points for which the
difference:

|arc[i] − arc[i − 1]|
exceed a fixed threshold are selected. The points for which the direction coefficient
changes abruptly can be the fingertips or the valleys of the hand. A valley is a region
of the hand between two fingers: the shape and size of this space make it look like an
upside-down finger. To discriminate a valley from a fingertip we determine the sign of
the curvature of the contour. Following the contour in the clockwise direction, varia-
tions in the sign of the curvature make it possible to distinguish between convex curves
(fingers) and concave curves (valleys), whose signs are respectively positive and neg-
ative. To do so, we used the method described in [12]. Once the valleys of the hand
have been found, the portion of the contour between two of these could be a finger.
Finally the signature of the regions classified as fingers are tested to verify the typical
configuration of the fingers, i.e. central peak with flat regions on both sides.

Gesture Classification. To discriminate between the active gestures, useful for the
interaction, and the neutral postures a classification phase is executed. The distances
between the fingertips detected (see section 2.2) and a fixed point (center of gravity
of the hand palm) are computed. To obtain the coordinates of this center of gravity a
binary image, result of the pre-processing phase, is filtered by a morphological operator
(erosion of FingerWidth size): we obtain an image in which only the hand palm is
present. The center of gravity is a quite stable reference point from which to compute
the distance from the fingertips; then, these distances are sorted and used to recognize
the fingers extended on the panel. The computed distances are then compared with the
values collected during the training phase. Before passing the recognized command to
the system, the computed coordinates (fingertip position) need to be corrected because
the multimedia video projector and the gray-level videocamera are not orthogonal to the
projected surface (panel) and generate a trapezoidal distortion. To do so, we determine
the correction parameters using the method described in [12].

3 Experimental Results

The system was tested during and after development by several users for a consider-
able number of hours with different external lighting conditions. To evaluate the per-
formance of the system a considerable number of tests were carried out and repeated
for each of the primitive gestures listed below:click, double-click, resize, rotate, open
menu, drag & drop.
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Table 1. Experimental Results

Command # Tests Hits Near Hits
Click 100 96 //

Double-Click 100 93 //
Resize 100 95 //
Rotate 100 91 //

Open Menu 100 94 //
Drag & Drop 100 97 99

The results obtained are given in Table 1. The percentage of hits in Table 1 indicates
the number of times the action was performed correctly, i.e. according to the intention
of the user, while the column referring to the percentage of near hits in drag & drop op-
erations comprises both real hits and the number of times the object was released in the
wrong place. To produce a quantitative evaluation of the tracker accuracy we compared
the output of the system with a ground-truth reference. So we predisposed a test that
can meaningfully characterize our system. For this test, we considered an arc of ellipse
projected onto the control panel, that must be followed tracing it for its entire length
with the fingertip. The measures have been realized asking 10 users to test 5 times the
system following free hand the prefixed trajectory, that has been shown on the projec-
tion surface, and the system has stored during the tests the coordinates of the output
points. An estimation of the whole error (due both to the system and to the accuracy of
the user) can be evaluated from the comparison between the curve points coordinates
(computed by the system) and the real coordinates of the curve points; carrying out then
a statistical analysis on a considerable number of measures we obtained informations
about the precision of the system calculating the standard deviations of the errors for
each point along the reference trajectory; such errors are expressed in pixel or fractions
of pixel. The measures show, particularly in the second half of the abscissas, a defect of
accuracy due to the uncertainty of the user. Nevertheless, the extreme naturalness of the
system allows to maintain the error under 3 pixels and the analysis of 50 measures car-
ried out shows a medium value of 2 pixels. Fig.4 shows results, along the 300 points of
abscissa, of the standard deviation of the error made tracing free hand an arc of ellipse
for the test. The increment of the error in the second half of the segment is probably
generated from a decay of the attention of the users. Such error is due to the different
resolutions of the acquired image and of the projected image. To solve this problem we
would need to use an algorithm that allows to obtain a sub-pixel accuracy. This kind
of algorithm is usually very computationally intensive thus revealing unsuitable for our
purpouses. We therefore decided to keep this error.

4 Conclusions

In this paper we introduced a 3D graphics communication and collaboration environ-
ment, able to provide multiclient and multimedia communication, which exploits a
novel multimodal user interaction paradigm based on hand gesture and perceptual user
interfaces. The use of machine vision technologies and a user-centered approach pro-
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duce a highly usable and natural human-computer interface, allowing even untrained
users a realistic and relaxing experience for long and demanding tasks. The system has
been carefully characterized in terms of accuracy thus allowing for an estimate of its
uncertainty and of its usability. Experimental results are shown and discussed.
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