
6
Compression and Cochlear Implants

Fan-Gang Zeng

1. Introduction

Cochlear compression plays an important role in supporting the 
exquisite sensitivity, fine frequency tuning, and large operating dynamic
range of the ear (Bacon, Chapter 1; Cooper, Chapter 2; Oxenham and
Bacon, Chapter 3).With cochlear impairment, hearing threshold is elevated,
and frequency selectivity and dynamic range are reduced (Bacon and
Oxenham, Chapter 4; Levitt, Chapter 5). In cases of cochlear implants, the
cochlear compression and other cochlear functions are bypassed altogether;
hearing sensation is evoked by direct electric stimulation of the auditory
nerve.

The goal of studying compression in cochlear implants is twofold.
The first goal is practical. In a cochlear implant, all compression-related
functions need to be replaced by a front-end artificial processor. The 
second goal is theoretical because direct stimulation of the auditory 
nerve provides a unique opportunity for studying the lack of cochlear 
compression in auditory perception, thereby complementing the studies 
in normal-hearing and cochlear-impaired listeners and allowing delineation
of peripheral and central contributions to the functions of the overall
system.

This chapter first briefly reviews how cochlear implants work (see Section
2). The psychophysical, or more precisely, psychoelectrical capabilities in
cochlear implant users is reviewed, with an emphasis on the effect of loss
of cochlear compression on perception (see Section 3). Section 4 contrasts
the psychoacoustical and psychoelectrical data and discusses their inference
on the theoretical models of auditory processing. Section 5 discusses prac-
tical issues on compression in cochlear implants in terms of restoring
normal loudness growth, increasing electric dynamic range, and improving
speech performance in implant users. Section 6 summarizes the current data
and discusses future research directions.
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2. Review of Cochlear Implants

2.1 Past and Present
When the Italian scientist Alessandro Volta invented the battery more than
two centuries ago, one thing he did with his invention was to study how
electric stimulation might affect sensations (Volta 1800).While studying the
effects of electric stimulation on light, touch, smell, and other sensations, he
placed one of two metallic probes in each ear and connected the ends of
the probes to a 50-V battery. He observed that, “. . . at the moment when
the circuit was completed, I received a shock in the head, and some
moments after I began to hear a sound, or rather noise in the ears, which I
cannot well define: it was a kind of crackling with shocks, as if some paste
or tenacious matter had been boiling . . . The disagreeable sensation, which
I believe might be dangerous because of the shock in the brain, prevented
me from repeating this experiment . . .” It is believed that that was the first
demonstration that electric stimulation can evoke hearing sensation.

At present, more than 50,000 people worldwide, including 10,000 chil-
dren, have received cochlear implants. The earliest FDA-approved device
was the House-3M single-electrode implant, with several hundred users. At
present, there are three major cochlear implant companies, including the
manufacturers of the Clarion device (Advanced Bionics Corporation, US),
the Med-El device (Med-El Corporation, Austria), and the Nucleus device
(Cochlear Corporation, Australia). An earlier multielectrode implant (the
Ineraid device; Eddington et al. 1978) had a percutaneous plug interface
and was ideal for many research purposes. In patients whose auditory nerve
was sectioned by tumor removal, an auditory brainstem implant (ABI) has
been used to stimulate the cochlear nucleus directly (e.g., Otto et al. 2002).
The cochlear implant has evolved from the single-electrode device that was
used mostly as an aid for lip reading and sound awareness to modern 
multielectrode devices that allow an average user to talk on the telephone.
Despite the differences in speech processing and electrode design, there
appears to be no significant difference in performance among the present
cochlear implant users. The audiological criteria for having cochlear im-
plantation has also relaxed, from bilateral total deafness (greater than 
110dB HL hearing loss) to severe hearing loss (greater than 70dB HL) to
the current suprathreshold speech-based criteria (less than 50% open-set
sentence recognition with properly fitted hearing aids; NIH Consensus
Statement 1995). More importantly, given the appropriate environment,
most children who have received cochlear implants have shown language
development parallel to that of normal-hearing children (Svirsky et al.
2000).
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2.2 Design of a Cochlear Implant
In normal hearing, sound travels from the outer ear through the middle ear
to the cochlea where the sound is converted into electric impulses that the
brain can understand. Most cases with severe hearing loss involve damage
to this sound-to-electric impulse conversion in the cochlea. A cochlear
implant bypasses this natural conversion process by directly stimulating the
auditory nerve with electric pulses.

Figure 6.1 shows a typical modern cochlear implant. First, a microphone
picks up the sound (1) and sends it via a wire (2) to the speech processor
(3) that is worn behind the ear or on a belt like a pager for older versions.
The speech processor converts the sound into a digital signal according to
the individual’s degree of hearing loss. The signal travels back to the head-
piece (4) that contains a coil transmitting coded radio frequencies through
the skin (5). The headpiece is held in place by a magnet attracted to the
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Figure 6.1. A typical cochlear implant system showing how it directly converts
sound to electric impulses delivered to the auditory nerve. A microphone picks up
the sound (1) and sends it via a wire (2) to a behind the ear speech processor (3).
The processor converts the sound into a digital signal and sends the processed signal
to a headpiece (4). The headpiece is held in place by a magnet attracted to the
implant on the other side of the skin. Both the headpiece and the implant contain
coils that transmit coded radio frequencies through the skin (5). The implant also
contains hermetically sealed electronic circuits that decode the signals, convert them
into electric currents, and send them along wires threaded into the cochlea (6). The
electrodes at the end of the wire (7) stimulate the auditory nerve (8) connected to
the central nervous system where the electrical impulses are interpreted as sound.



implant on the other side of the skin.The implant contains another coil receiv-
ing the radio frequency signal and also hermetically sealed electronic circuits.
The circuits decode the signals, convert them into electric currents, and send
them along wires threaded into the cochlea (6). The electrodes at the end of
the wire (7) stimulate the auditory nerve (8) connected to the central nervous
system, where the electrical impulses are interpreted as sound.

To a large degree, all modern multielectrode devices attempt to replicate
the frequency analysis and amplitude compression mechanisms in acoustic
hearing.They all divide a broadband audio signal (between several hundred
hertz and 5–10kHz) into 8–20 narrowband signals via analog or digital
filters. However, they differ significantly in the postfiltering processing. One
version of processing is to deliver the narrowband analog waveform to a
tonotopically appropriate electrode that directly stimulates the auditory
nerve. This type of processing has been called compressed analog (CA) or
simultaneous analog stimulation (SAS) strategy (Eddington et al. 1978).
Another version of processing is to extract the temporal envelope of the 
narrowband signals via rectification and low-pass filtering and then use 
the temporal envelope to amplitude modulate a fixed-rate biphasic pulse
carrier. To avoid simultaneous stimulation between different electrodes,
the pulses of the carrier between electrodes are systematically interleaved
so that only one electrode will be stimulated at a time. When the number of
analysis bands is the same as the number of electrodes, this nonsimultane-
ous processing is called continuous interleaved sampling (CIS) strategy
(Wilson et al. 1991). However, when only a subset of the bands with maximal
activities (e.g., 8 of the 22 electrodes) is stimulated, it is called the n-of-m (i.e.,
8-of-20) or SPEAKstrategy (McDermott et al. 1992). Recently, several com-
binations of these strategies have also become commercially available.

In addition to the common frequency analysis, all cochlear implants have
adopted an amplitude compression scheme to match the wide acoustic
dynamic range to the narrow electric range (see Section 3.1.1). The com-
pression can be achieved with a gain control mechanism in the CA strategy,
a logarithmic compression in the CIS strategy, or a power-function com-
pression in the SPEAK strategy. Ideally, this compression scheme in
cochlear implants can replicate the cochlear compression in acoustic hearing
(see Section 4) and restore normal loudness growth (see Section 5).

2.3 Physiological Responses to Electric Stimulation
The cochlear implant bypasses all cochlear functions, including compres-
sion and synaptic transmission, to stimulate the auditory nerve directly. It
is both important and interesting to compare the response of the auditory
nerve to acoustic and electric stimulation so that we can understand the
electrode-nerve interface and better appreciate the role of cochlear 
compression in perception. In the following paragraphs, the focus is on 
rate-intensity functions and phase-locking properties of auditory neurons.
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Figure 6.2A shows three typical rate-intensity functions in acoustic
hearing from the auditory neurons with high, medium, and low spontaneous
activities (e.g., Sachs and Abbas 1974; Liberman 1978; Yates et al. 1990;
Cooper, Chapter 2). Generally, the higher the spontaneous activity, the
lower the response threshold and the wider the dynamic range.The dynamic
range varies from 10 to 20dB for high spontaneous rate neurons to 50dB
or more for low spontaneous rate neurons. In electric stimulation of a deaf-
ened ear, there is no spontaneous activity for the auditory neuron that has
lost the dendritic connection to the inner hair cells (Kiang and Moxon 1972;
Hartman et al. 1984; van den Honert and Stypulkowski 1984; Parkins and
Colombo 1987). Although there are variations in electric thresholds, the
dynamic range of the rate-intensity functions in electric stimulation is 
uniformly narrow and on the order of several decibels (Javel et al. 1987;
Miller et al. 1999; Litvak et al. 2001).

Here it is demonstrated that the extremely narrow dynamic range in the
rate-intensity function for electrical stimulation is a direct consequence of
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Figure 6.2. A: 3 typical types of rate-intensity functions for the auditory nerve 
fibers in acoustic hearing. Note the narrowest dynamic range in the saturating-type
fiber and the widest dynamic range in the straight-type fiber. B: compressive input-
output function of the basilar membrane (BM). C: Transformed “rate-intensity”
functions in which the x-axis is the basilar membrane displacement. Note the uni-
formly narrow dynamic range in all 3 nerve fibers, suggesting that the acoustically
observed different types of rate-intensity functions are mainly due to cochlear 
compression. (Adapted with permission from Yates et al. 1992. Copyright © 1992
Elsevier Science.)



the loss of cochlear compression. It has been argued (e.g., Sachs and Abbas
1974; Yates et al. 1992) that the difference in rate-intensity functions for
acoustic stimulation reflects the compressive nonlinearity of the basilar
membrane (Fig. 6.2B) rather than the neural response to the drive of the
basilar membrane. For example, the straight rate-intensity function with a
large dynamic range becomes surprisingly similar to the saturating function
with a narrow dynamic range after taking the cochlear compression into
account (Fig. 6.2C). Because the direct input to the neuron is the postsy-
naptic potential of the inner hair cell, we can consider Figure 6.2C as the
response of the neuron to “electric stimulation” in a normal ear. Clearly,
these “electrically stimulated” rate-intensity functions are more uniform
and all have narrow dynamic ranges similar to what is observed in direct
electric stimulation of the auditory nerve in a deafened ear.

Another example demonstrating the role of cochlear compression at the
auditory nerve level is to compare the phase-locking abilities between
acoustically and electrically stimulated auditory neurons. Because cochlear
compression also contributes to the sharp frequency tuning in acoustic
hearing, it must pose a physical limit to the phase-locking abilities of the
auditory nerve according to the trade-off between frequency and time 
resolution. Figure 6.3 shows a synchronization measure as a function of
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Figure 6.3. Synchronization index as a function of stimulus frequency in acoustic
and electric stimulation. Note the sharply decreased synchronization in acoustic
hearing (thin line) for frequencies above 1kHz. In contrast, significant synchro-
nization is still present at 6–10kHz in electric hearing (dashed and thick lines).
(Adapted with permission from Dynes and Delgutte 1992. Copyright © 1992 
Elsevier Science.)



stimulus frequency with acoustic (Johnson 1980) and electric stimulation
(Hartmann and Klinke 1987; Dynes and Delgutte 1992). Although the syn-
chronization of firing decreases sharply for frequencies above 1,000Hz in
acoustic stimulation, a relatively high degree of synchronization is still
maintained for frequencies as high as 10,000Hz in electric stimulation. As
seen in Section 4.3, the cochlear compression clearly limits normal-hearing
listeners’ ability to process temporal information.

2.4 Use of the Cochlear Implant to Probe Normal
Auditory Processing
Although the cochlear implant has achieved a high level of medical success
as a means of restoring partial hearing to deaf people, its use as a research
tool to understand normal auditory processing is still underappreciated.
This section shows how to use various patient populations in general and
cochlear implant users in particular to understand normal auditory pro-
cessing mechanisms.

We take an engineering reductionism approach that assumes that the
function of the total system can be understood by assessing the function of
each component. Figure 6.4 illustrates this approach. In auditory process-
ing, the information is processed by the cochlea, then the auditory nerve,
the cochlear nucleus, and, finally, other parts of the central nervous system
and the feedback pathway from the central nervous system to the cochlea
(the efferents). If we want to understand cochlear function, we can compare
the performance between a normal-hearing listener and a cochlear implant
user because in the latter case, the cochlea is bypassed and the auditory
nerve is directly stimulated. Similarly, if we want to understand auditory
nerve function, we can compare the performance between the cochlear
implant user and an auditory brainstem implant (ABI) user because in the
latter case, both the cochlea and the auditory nerve are bypassed and the
cochlear nucleus is directly stimulated (Brackmann et al. 1993). The effer-
ent function can also be inferred by comparing the performance between
the ear with intact efferent innervation and the ear with sectioned efferents
(Scharf et al. 1997; Zeng et al. 2000).

This approach certainly has its limitations. One limitation is the still
poorly understood electrode-to-nerve interface that is likely not equivalent
to the natural transducer-to-nerve synapses. Another limitation is the gen-
erally degenerated neurons (e.g., cell loss and demyelination) in cochlear
implant users. These neural abnormalities may produce additional deficits
other than what the lack of the cochlear mechanisms alone would cause.
However, as a first approximation, it can be shown that this comparative
and reductionism approach can reveal important processing mechanisms in
auditory perception. The hope is that with better understanding of the bio-
physics and physiology of the system, we can delineate the peripheral versus
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central contribution to the performance of the overall system. As a first 
step, the focus is on the cochlear implant users’ psychoelectrical capabili-
ties (Section 3).

3. Perceptual Consequences of Lost 
Cochlear Compression

Cochlear compression significantly affects auditory perception. This effect
can be direct in terms of intensity processing or indirect in terms of fre-
quency and temporal processing. This section demonstrates both the direct
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Figure 6.4. A reductionism model using hearing-impaired listeners to probe
normal auditory functions. The blocks with downward arrows represent the audi-
tory afferent pathway from cochlea to auditory nerve, cochlear nucleus, superior
olivary complex (SOC), and the brain. The block with the upward arrow represents
the auditory efferent pathway from SOC to the auditory nerve and cochlea. The
happy faces represent normal-hearing, cochlear-implant (CI), auditory brainstem
implant (ABI), and efferent-sectioned listeners. Because the cochlear implant
bypasses the cochlea and directly stimulates the auditory nerve, a comparison
between normal and CI listeners’ performance will allow us to deduce the role of
the cochlea in auditory processing. Similarly, a comparison between CI and ABI 
listeners will deduce the role of the auditory nerve and that between normal 
and efferent-sectioned listeners will deduce the role of efferents in auditory 
processing.



and indirect effects of cochlear compression on auditory perception by
examining perceptual performance in cochlear implant users.

3.1 Intensity Processing
A normal-hearing listener can process sound information with changes in
intensity over 12 orders of magnitude, a 120-dB dynamic range in acoustic
hearing (Bacon, Chapter 1). In addition, a normal-hearing listener can dis-
criminate up to 200 intensity differences within this 120-dB dynamic range
(Rabinowitz et al. 1976; Viemeister and Bacon 1988; Schroder et al. 1994).
This remarkable dynamic range and its associated intensity resolution are
deeply rooted in cochlear compression. Sections 3.1.1, 3.1.2, and 3.1.3
examine the changes in the dynamic range and intensity resolution caused
by the loss of cochlear compression.

3.1.1 Dynamic Range in Electric Hearing

In electric hearing, the absolute threshold does not have the same meaning
as in acoustic hearing. The acoustic threshold is limited to the minimal
mechanical vibration that can be picked up by the hair cells and the nerve
via an active mechanical mechanism (or amplifier). The electric threshold
mostly reflects the type of electrode used, the electrode-tissue interface, the
distance between the electrode and the nerve, and the degree and pattern
of the nerve survival. Figure 6.5 presents dynamic range data as a function
of frequency for both sinusoidal (left-slanted hatched areas) and pulsatile
(right-slanted hatched areas) stimuli in eight cochlear implant users. The
lower boundary of the dynamic range is the electric thresholds, and the
upper boundary is the maximum acceptable loudness (Zeng and Shannon
1994, 1999).

Although there are significant individual differences in the absolute value
of electric hearing thresholds and maximum loudness levels, the pattern of
the data is clear and uniform. For sinusoids, both thresholds and maximum
loudness levels increase monotonically as a function of frequency, whereas
for pulses, both decrease monotonically as a function of frequency.The 100-
Hz sinusoid produced the lowest threshold and the widest dynamic range
(mean dynamic range = 30dB), whereas the 100-Hz pulse produced the
highest threshold and the narrowest dynamic range (mean dynamic range
= 14dB). The sinusoidal dynamic range decreases with frequency until
300–500Hz as a result of a steeper increase in thresholds than in maximum
loudness levels. On the other hand, the pulsatile dynamic range increases
with frequency as a result of a steeper decrease in thresholds than maximum
loudness levels. At 1,000Hz, there is no statistical difference in dynamic
range between sinusoidal (19dB) and pulsatile (18dB) stimuli. Both phe-
nomenological (Shannon 1989a; Zeng et al. 1998b) and biophysical (Bruce 
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et al. 1999c) models have been developed to predict these dynamic range
data.

3.1.2 Loudness Growth

How does loudness grow from threshold to maximal comfortable level? It
has been well established in acoustic hearing that loudness grows as a power
function of sound intensity with an exponent of roughly 0.3 (the famous
Stevens’ power law, Stevens 1961). In electric hearing, loudness growth has
been modeled as either a power function or an exponential function (for a
review, see Zeng and Shannon 1992).

There are generally two methods to obtain the loudness function. One
method is to use loudness balancing to derive indirectly the loudness func-
tion of an unknown stimulus. For example, if we know that loudness (L)
grows as a power function (f) of the intensity (I) for an acoustical stimu-
lus [L = f(I)] and also know the balance function (g) between acoustic and
electric (E) stimuli [I = g(E)], then we can easily derive the loudness func-
tion for the electric stimulus {L = f(I) = f[g(E)]}. This method has been used
by a number of investigators (Eddington et al. 1978; Zeng and Shannon
1992; Dorman et al. 1993) and has produced the most convincing evidence
for an exponential loudness function in electric hearing. Figure 6.6A shows
a classic power function for loudness growth in the acoustic ear of a subject
who had a brain stem implant on the other side. A brainstem rather than a
cochlear implant user is used because (1) a complete set of loudness and
just noticeable difference (JND) data is available for this subject (Fig. 6.6;
see also Fig. 6.8) and (2) there is no difference in loudness growth between
brainstem and cochlear implant users, at least for stimulus frequencies
higher than 300Hz (Zeng and Shannon 1994). Figure 6.6B shows a linear
loudness balance function between linear electric amplitude (A) in
microamperes and log acoustic amplitude in decibels (E = a*log A, where
a is a constant).The linear function in these coordinates indicates that loud-
ness grows as an exponential function in electric hearing

(3.1.2.1)

Another method used to obtain loudness growth functions in electric
hearing is via the classic magnitude estimation technique in which the
subject has to report a number that (s)he believes corresponds to the loud-
ness of the presented sound. Figure 6.7 shows such functions obtained by
several investigators using the magnitude estimation method in cochlear
implant users. The symbols are actual data, and the dashed lines represent
exponential functions best fitted to the data. In some cases, a power 
function was found to provide as good (Fu and Shannon 1998) or better 
(Zeng and Shannon 1994) a fit to loudness growth for low-frequency 
(< 300Hz) electric stimuli and can be directly compared to the expected 0.3
exponent or slope in normal-hearing listeners. However, it is sometimes 

L A E E= = ( ) =q q q10 10a a
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difficult to use the power function to describe adequately the shallower
loudness growth (“tail”) near the threshold. The exponential loudness
growth function can describe a wide range of stimulus conditions over the
entire dynamic range (e.g., Chatterjee 1999; Chatterjee et al. 2000; McKay
et al. 2001).

3.1.3 JND in Intensity

The intensity JND in electric hearing has been measured extensively
(Bilger 1977; Eddington et al. 1978; Shannon 1983; Nelson et al. 1996; Zeng
and Shannon 1999). Although the term intensity is used here to follow 
the general tradition in psychoacoustics (Viemeister and Bacon 1988), the
actual unit used in electric hearing is usually current, a measure that is
equivalent to pressure in acoustics. Here some interesting effects of the loss
of cochlear compression on intensity discrimination in electric hearing are
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demonstrated. Figure 6.8A shows the raw JND data (differences in
microamperes as a function of standard level, also in microamperes)
obtained in the same auditory brainstem listener whose loudness-matching
data were shown in Figure 6.6. The JND in current was relatively constant
at 70mA within the lower half of the dynamic range (250–450mA) but
decreased monotonically to about 30mA near the maximal comfortable
loudness level. Because the overall dynamic range is about 500mA, the JND
size is relatively constant at about 10% of the dynamic range. In other
words, the implant subject can resolve about 10 discriminable steps within
the entire dynamic range. Similarly, results of 10–20 discriminable steps
have been found in most cochlear implant subjects (Nelson et al. 1996; Zeng
and Shannon 1999) in contrast to the 50–200 steps found in normal-hearing
listeners (Rabinowitz et al. 1976; Viemeister and Bacon 1988; Schroder 
et al. 1994). If we use the total number of discriminable steps as the
measure, then we can conclude that intensity discrimination abilities in
cochlear implant users are much poorer than in normal-hearing listeners.

However, if we use a different measure of intensity discrimination,
namely, the Weber fraction (the ratio between the absolute difference and
the standard), as traditionally used in psychoacoustics, then we will reach a
totally different conclusion. Figure 6.8B shows Weber fractions for both
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acoustic and electric hearing. The electric Weber fraction was obtained by
dividing the values on the y-axis by their corresponding values on the 
x-axis in Figure 6.8A. The acoustic Weber fraction was calculated by 
converting the decibel difference (x) into the ratio between the pressure
difference (DP) and the standard pressure (P), namely, DP/P = [10(x/20)] - 1.
The acoustic Weber fraction is plotted as a function of the electric current
that has produced roughly the same loudness as the corresponding acoustic
level (estimated from the loudness balance function shown in Figure 6.6).

Figure 6.8B shows that the electric Weber fraction is almost an order of
magnitude smaller than the acoustic Weber fraction throughout the entire
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dynamic range (see also Nelson et al. 1996). As a matter of fact, we have
often encountered cases where a cochlear implant user can reliably dis-
criminate a loudness difference between 100 and 101mA (e.g., Figs. 2 and 3
in Zeng and Shannon 1999). This 1% resolution is equivalent to a 0.08-dB
level difference [20 log(1.01)], which is impossible to achieve with acoustic
stimulation (the smallest difference is about 0.3–0.5dB at 90–100dB stan-
dard levels; e.g., Viemeister and Bacon 1988; Zeng et al. 1991). Thus, using
the Weber fraction measure, we would reach the opposite conclusion that
cochlear implant users have much better intensity discrimination abilities
than normal-hearing listeners. The reason for reaching these apparent con-
flicting conclusions is largely due to the loss of cochlear compression in elec-
tric hearing (see Section 4.3). Although the electric JND is about one order
of magnitude smaller than the acoustic JND, it does not necessarily result
in a greater number of discriminable steps because the electric dynamic
range is even more reduced by a factor of 4–5 orders of magnitude (20 vs.
100–120dB).

3.2 Frequency Processing
3.2.1 Place Pitch

Because the cochlear compression is frequency selective, the sharp tuning
that is normally observed in acoustic hearing is due in part to compression
(Ruggero 1992). In electric hearing, the hope is to elicit tonotopic pitch per-
ception by systematically stimulating the electrodes from apex to base in
the cochlea. Unfortunately, despite equal physical distance between elec-
trodes, pitch sensation evoked by these electrodes does not always conform
to an orderly, perceptual relationship. Depending on electrode insertion
depth, electrode configuration, nerve status, and other parameters, the pitch
evoked by the same electrode array may have a different overall range and
have a monotonic or nonmonotonic (“pitch reversal”) relationship with the
electrode array (Nelson et al. 1995; McKay et al. 1996; Collins et al. 1997;
Busby and Clark 2000; Dawson et al. 2000).The spread of excitation as mea-
sured by forward-masking techniques has also been obtained in electric
hearing (Lim et al. 1989; Cohen et al. 1996; Chatterjee and Shannon 1998).
Although there is a greater spread of excitation from apical to basal elec-
trodes, much like there is a greater spread of excitation from low to high
frequencies in acoustic hearing (shown in Fig. 3.2 in Oxenham and Bacon,
Chapter 3), no level dependence of the excitation pattern as would be
observed as a consequence of nonlinear cochlear compression in acoustic
hearing is observed in electric hearing.

3.2.2 Temporal Pitch

Because of better synchronization in electric hearing than acoustic hearing
(Fig. 6.3), one might think that cochlear implant users can use timing cues
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to elicit more reliable and higher temporal pitch than normal-hearing lis-
teners. Figure 6.9A shows pitch estimates as a function of frequency from
both apical (circles) and basal (triangles) electrodes in one cochlear implant
subject. Surprisingly, the pitch-frequency function saturates at roughly 300
Hz. The 300-Hz boundary has been consistently observed in all previous
studies except for a few in which the implant users appeared to be able to
use temporally based pitch up to 1kHz (for a review, see Zeng 2002). Fre-
quency JNDs (Fig. 6.9B) have also been measured to be relatively constant
at 10–20Hz for standard frequencies below 100Hz but to increase drasti-
cally above that (see also Bilger 1977; Eddington et al. 1978; Shannon 1983;
Townshend et al. 1987; Pijl and Schwarz 1995; McDermott and McKay 1997;
Zeng 2002).These frequency JNDs are about one order of magnitude larger
than the JNDs obtained with pure tones in normal listeners (Wier et al.
1977) but similar to those obtained with sinusoidally amplitude modulated
noise in normal listeners (Formby 1985). These results suggest that the
sharp frequency resolution observed in normal-hearing listeners is likely
due to the place code rather than the temporal code.
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3.3 Temporal Processing
The lack of cochlear compression significantly affects temporal processing
in electric hearing. However, these effects are often masked in the litera-
ture. For example, gap detection and forward masking are perhaps the most
frequently measured temporal processing tasks and have been found to be
relatively normal in cochlear implant users (e.g., Bilger 1977; Eddington 
et al. 1978; Dobie and Dillier 1985; Preece and Tyler 1989; Shannon 1989b).
We should be aware that these temporal measures are normal only after
they are reorganized by some “normalized” intensity measures between
acoustic and electric hearing (e.g., loudness or percent dynamic range). No
one has explicitly studied whether the lost compression is the mechanism
for the required “normalization” in forward masking in electric stimulation,
but the lack of compression has been used to successfully account for 
the forward-masking data in cochlear-impaired listeners, particularly their
slower recovery (Bacon and Oxenham, Chapter 4). Perhaps a temporal
window model incorporating a compressive nonlinearity could reconcile
the differences in forward masking observed between normal-hearing,
cochlear-impaired, and cochlear implant users. Here three additional 
examples in temporal processing in which the lack of a compressive non-
linearity is clearly required and may not be readily masked by intensity 
normalization are discussed.

3.3.1 Temporal Integration

The first example is temporal integration. In acoustic hearing, for durations
up to 100–200ms, stimulus level can be traded almost linearly with its dura-
tion to achieve detection threshold. In other words, the slope of the tem-
poral integration function [dB vs. log(time)] is about -3dB per doubling of
stimulus duration. It is unclear whether this represents, for example, one
“look” at the output of a linear temporal integrator with a time constant 
of about 100–200ms or multiple looks at the output of an integrator with a
much shorter time constant (Oxenham and Bacon, Chapter 3). In electric
hearing, temporal integration has been found to have a much shallower
slope, albeit more variable than in acoustic hearing (Eddington et al. 1978;
Shannon 1986; Pfingst and Morris 1993; Donaldson et al. 1997). Shannon
(1986) found an average slope of -1.1dB/doubling in 22 cases. Donaldson
et al. (1997) found an average slope of -0.42/doubling, with a range from -
0.06 to -1.94dB/doubling, on 21 electrodes from 8 subjects. In addition,
Donaldson et al. found that the slope of the temporal integration func-
tion tended to decrease with absolute threshold but increase with dynamic
range. As seen in Section 4.3, this extremely shallow temporal integration
function reflects mostly the lack of cochlear compression in cochlear
implant users.
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3.3.2 Amplitude Modulation Detection

The temporal modulation transfer function (TMTF) reveals a listener’s
ability to follow dynamic changes in amplitude and is represented by an
amplitude modulation detection threshold [20 log(m)] as a function of mod-
ulation frequency (m is the modulation index). Figure 6.10 summarizes
modulation detection from four different studies in acoustic and electric
hearing. The bottom solid line in Figure 6.10 represents TMTF data
obtained using a sinusoid to amplitude modulate a broadband noise carrier
(Bacon and Viemeister 1985). The top solid line in Figure 6.10 represents
the TMTF data obtained using a sinusoid to amplitude modulate a 5-kHz
sinusoidal carrier (Kohlrausch et al. 2000). Amplitude modulation thresh-
olds are also presented for cochlear implant users who detected modula-
tion at a comfortable loudness level with either a pulsatile carrier (Fig. 6.10,
open squares) or a sinusoidal carrier (Fig. 6.10, solid circles; from Shannon
1993).

All TMTF data show a low-pass characteristic function.The acoustic data
with the noise carrier produce the lowest modulation sensitivity (-26dB or
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5% modulation at 10Hz) and 3-dB cutoff frequency (about 60Hz), whereas
the acoustic data with the sinusoidal carrier produce a somewhat higher
sensitivity (-28dB or 4% modulation) and cutoff frequency (about 170Hz).
The degraded performance with the noise carrier has been suggested to
reflect the inherent fluctuations of the noise carrier, creating a modulation-
masking situation (e.g., Kohlrausch et al. 2000; Moore and Glasberg 2001).
Another possibility is that listeners may use an off-frequency listening cue,
as evidenced by the presence of level-dependent modulation detection 
sensitivity with the sinusoidal carrier but the absence of it with the noise
carrier. This off-frequency cue, particularly on the high-frequency side of
the excitation pattern, tends to enhance the modulation due to the linear
growth of excitation at these off frequencies.

The two sets of TMTF data in electric hearing have similar modulation
sensitivities of about -30dB (or 3% modulation) and cutoff frequencies at
150Hz. These values are significantly better than the values obtained with
the noise carrier but similar to those with the sinusoidal carrier in acoustic
hearing.At least at an average level, these data suggest that it is more appro-
priate to use a sinusoid than a noise carrier to simulate modulation detec-
tion in electric hearing (which is not the case in the present simulation of
cochlear implants; e.g., Shannon et al. 1995). On an individual basis, there
is large variability with the modulation detection data in electric hearing,
which has been shown to correlate with the productive use of temporal
envelope cues in speech recognition (Cazals et al. 1994; Fu 2002). More-
over, the best modulation detection sensitivity reported in normal-hearing
listeners was -37dB (about 1.4% modulation; see Kohlrausch et al. 2000),
but it is not unusual to find individual implant subjects who can detect
0.3–1.0% modulations (i.e., 20 log(m) = -50 to -40dB; see Shannon 1992;
Busby et al. 1993; Cazals et al. 1994; Chatterjee and Robert 2001; Fu 2002).
This remarkable modulation sensitivity is at least partially due to the 
lack of cochlear compression and its perceptual consequences in electric
stimulation.

3.3.3 Discrimination of Temporal Asymmetry

Patterson (1994a,b) produced “damped” and “ramped” sinusoids with
asymmetrical temporal envelopes but identical long-term power spectra.
The damped sinusoid is defined by three parameters: the sinusoidal carrier
frequency, the exponentially damped temporal envelope (typically defined
by the half-life time), and the repetition period of this exponentially
damped envelope. The ramped sinusoid is simply the temporal reversal of
the damped sinusoid. With an 800-Hz carrier frequency and 50-ms repeti-
tion period, Patterson found that normal-hearing listeners could typically
discriminate the temporal asymmetry between damped and ramped sounds
when the half-life of the envelope is between 1 and 50ms. Under similar
conditions, the cochlear implant users could discriminate between damped
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and ramped sounds for half-lives as short as 0.5ms and as long as 500ms,
an order of magnitude greater than the normal range (Lorenzi et al. 1997).
Lorenzi et al. suggested that this superb performance in detecting tempo-
ral asymmetry in cochlear implant users is due to the lack of cochlear com-
pression in electric stimulation.They further demonstrated this limiting role
of cochlear compression in temporal processing by subjecting the implant
listeners to listening to the damped and ramped sounds through their
speech processors where there is an artificial amplitude compression circuit.
As predicted, the implant users’ ability to discriminate temporal asymme-
try was greatly reduced to values that were within the normal range (1–24
ms; see Lorenzi et al. 1998).

4. Auditory Processing Revealed by Electric Hearing

Having reviewed selective behavioral responses to electric stimulation of
the auditory nerve in cochlear implant users, what these psychoelec-
trical capabilities may tell us about the normal auditory processing mech-
anisms is now examined. Following the same outline as in Section 3, the
auditory models inferred by electric hearing in intensity, frequency, and
temporal processing are examined. Particular attention is paid to those
mechanisms related to the lack of cochlear compression in cochlear implant
users.

4.1 Intensity Processing
Here two issues in intensity processing are addressed. First, how does the
auditory system encode the extremely large dynamic range in intensity?
Second, can one derive the intensity-loudness function from the JND data
in electric hearing? If so, what does it mean in terms of the role of the inter-
nal representation of intensity?

4.1.1 A Compression-Expansion Model for Loudness Coding

It has been known for a long time that loudness grows as a power function
of intensity in acoustic hearing (Stevens 1961). Recent data have shown that
loudness grows as an exponential function of intensity (or current) in elec-
tric hearing (see Section 3.1.2). Zeng and Shannon (1994) explored this 
difference in loudness growth between acoustic and electric hearing and
proposed a general compression-expansion scheme for loudness coding 
in the auditory system. Figure 6.11 shows that the 100-dB dynamic range 
is first compressed in the cochlea to produce an output range of roughly 
20dB (Ruggero 1992). The narrowly compressed dynamic range is trans-
mitted through the auditory nerve to the central auditory system and then
expanded there to partially restore the large input range.
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Mathematically, this compression-expansion coding for loudness can 
be approximately demonstrated by the following derivations (Fig. 6.12).
Assume that N is the nerve output, then the cochlear compression can be
approximated by

(4.1.1.1)

The loudness is the product of the cochlear compression and the central
expansion

(4.1.1.2)

We have thus obtained a power function describing the loudness and inten-
sity relationship in acoustic hearing.

On the other hand, if the cochlear compression is bypassed as in the case
of cochlear implants, then loudness is determined by only the central expo-
nential process

(4.1.1.3)

To further demonstrate this compression-expansion model of loudness
coding, Zeng et al. (1998a) showed that one could obtain a good match to
the power loudness function by exponentially expanding the measured
compressive input-output function of the basilar membrane (e.g., Johnstone
et al. 1986; Ruggero 1992). Zeng and Shannon (1994) suggested that this
expansion occurs at the brainstem level. McGill and Teich (1995) further
suggested a branching neural network as the explicit mechanism for expan-
sion. On the other hand, Schlauch et al. (1998) showed that a similarly good

L exp e= ( ).

exp N exp I I( ) = ( )[ ] =a alog .

N I= ( )a log .
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match to the loudness function could be obtained by a presynaptic expan-
sion mechanism: “squaring” the input-output function of the basilar 
membrane by the inner hair cells (for a further discussion of a square law
nonlinearity, see Oxenham and Bacon, Chapter 3; Bacon and Oxenham,
Chapter 4).Although the exact sites where expansion occurs are still debat-
able, note that this compression-expansion encoding scheme has been used
frequently in audio engineering applications to overcome the narrow
transmission channel problem (Furui 1988). It is not surprising that the
sensory system has evolved with a similar mechanism for dealing with the
dynamic range problem in the interface between the environment and 
the organism.
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4.1.2 Loudness and the JND in Intensity

Another fundamental issue in psychophysics is whether the input-output
function of the sensory system can be derived by its sensitivity measures.
In this case, one would like to know whether the loudness function can be
obtained by the intensity JND function. Fechner (1966) assumed that a
stimulus JND (expressed as a Weber fraction or DI/I) represents a con-
stant unit in sensation (DL = I/I). He integrated this equation and obtained
his famous logarithmic law (L = log I) in psychophysics. Although his 
logarithmic law was later replaced by a power law, his idea on the JND-
loudness relationship still stimulates active research to this date (e.g.,
Houtsma et al. 1980; Zwislock and Jordan 1986;Viemeister and Bacon 1988;
Schlauch et al. 1995; Allen and Neely 1997; Zeng and Shannon 1999;
Hellman and Hellman 2001).

Zeng and Shannon (1999) formulated a unified framework that takes into
account both the peripheral compression and central expansion and their
relationship to the JND-loudness relationship (Figure 6.12). The peripheral
compression converts a relative difference in intensity (DI/I) into an
absolute difference in neural count (DN), whereas the central expansion
converts it back into a relative difference in sensation magnitude (DL/L).
The direct relationship between the relative differences in the stimulus and
sensation domains has been called Brentano’s law or Ekman’s law (Ekman
1959; Stevens 1961).

In electric stimulation, neither Weber’s law nor the near miss to Weber’s
law holds; rather, the absolute difference in microamperes or percent
dynamic range is constant. Zeng and Shannon (1999) showed that the expo-
nential loudness function can be directly derived by integrating the JND
function in cochlear implant users. However, this simple relationship
between the JND and loudness functions cannot be obtained in acoustic
hearing, possibly due to the internal neural noise (i.e., spontaneous activ-
ity), multichannel listening, and compressive nonlinearity present in the
normal-hearing listeners.

4.2 Frequency Processing
4.2.1 Pitch Models

Ruggero (1992) showed that cochlear compression and sharp frequency
tuning are tightly coupled, and both probably reflect the nonlinear pro-
cessing of the outer hair cells.With hearing impairment, the cochlea is more
linear and both the compression and sharp tuning are reduced or lost
(Bacon, Chapter 1; Cooper, Chapter 2; Bacon and Oxenham, Chapter 4).
Electric stimulation of the auditory nerve in cochlear implant users reflects
the extreme case of the loss of compression and sharp tuning. However,
electric stimulation also provides an opportunity to test pitch models, which
would be difficult, if not impossible, to do in acoustic stimulation.
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One such example is to test the boundary and limit of temporal pitch in
hearing. In acoustic stimulation, frequency changes always accompany
changes in both the place of excitation and the phase locking of the nerve
firing, making it difficult to assess the relative contribution of the place
versus timing cues to pitch perception. The boundary of temporal pitch has
been suggested to be at 1,500Hz (Terhardt 1974) or 5,000Hz, the frequency
limit at which the auditory nerve stops to phase-lock to the stimulus
(Johnson 1980). Burns and Viemeister (1976) used sinusoidally amplitude-
modulated (SAM) noises to overcome this difficulty and found that only
temporal cues could encode pitch up to about 500Hz. However, the weak
pitch the SAM noise evokes and the concern about the use of short-term
spectral cues have made the results with SAM noise somewhat controver-
sial and inconclusive for the boundary of temporal pitch.

With cochlear implants, the timing cue can be controlled totally inde-
pendent of the place of stimulation. Surprisingly, virtually all studies of tem-
poral pitch in cochlear implant users have shown that they cannot use
temporal cues to form pitch perception for frequencies above 300–500Hz
(see Section 3.2.2). This psychophysical inability to encode temporal pitch
above 300–500Hz is in sharp contrast to the ability of the auditory nerve
to phase-lock to electric stimuli up to 10,000Hz (Fig. 6.3). This drastic dif-
ference between the psychophysical and physiological abilities in encoding
temporal pitch in cochlear implant users may reflect the fact that the firing
pattern due to electric stimulation is too artificially synchronous and the
nerve is not totally healthy in the implant ears. However, the evidence from
electric stimulation and the SAM noise in acoustic hearing strongly suggest
that the brain may not use the timing cue above 300–500Hz to encode pitch.

4.2.2 Pitch and the Frequency JND

Similar to the simple intensity JND-loudness relationship found in electric
hearing, temporal pitch can be easily and reliably derived from frequency
JND measures. Figure 6.9 shows that a simple integration of the frequency
JND function can predict accurately the saturating temporal pitch function
(Zeng 2002).The close couplings between the frequency JND and pitch and
between the intensity JND and loudness in electric stimulation show that,
without cochlear compression, the relationship between stimulus and sen-
sation can be easily revealed. With the presence of the nonlinear compres-
sion, such a relationship is much more difficult to derive and describe in
acoustic hearing. To test the generality of Fechner’s (1966) classic hypo-
thesis relating stimulus discriminability to sensation magnitude, we need to
recognize and isolate the cochlear compression in this relationship.

4.3 Temporal Processing
The significant role of cochlear compression in temporal processing is not
always apparent in traditional psychoacoustical studies because most tem-
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poral models do not incorporate cochlear compression. By tweaking other
parameters such as filter width, postfilter nonlinearity (rectification vs.
power law), and decision variables and rules, these temporal models without
compression can account for basic temporal phenomena such as temporal
integration, gap detection, modulation detection, and forward masking (e.g.,
Viemeister 1979; Forrest and Green 1987; Moore et al. 1988; Oxenham and
Plack 2000). More recently, however, compression has been implemented
in the context of a temporal window model (see Fig. 3.5 in Oxenham and
Bacon, Chapter 3). This model can account for a wide range of perceptual
phenomena, including many aspects of temporal processing, as discussed 
in detail by Oxenham and Bacon (Chapter 3) and Bacon and Oxenham
(Chapter 4). Here how the implant data (see Section 3.3) can reveal the
role of compression in temporal processing is discussed.

First, the extremely shallow slope of the temporal integration function as
observed in cochlear implant users can be readily modeled as a conse-
quence of the loss of compression in these listeners. Yates et al. (1990)
demonstrated that in acoustic hearing, the varieties and dynamic ranges of
the rate-intensity functions in the auditory nerve reflect basilar membrane
compression (Cooper, Chapter 2). Without the compression, the auditory
nerve has a more uniform and steeper rate-intensity function in electric
stimulation than acoustic stimulation. The steep rate-intensity function 
in electric hearing will result in a steep psychometric function as shown 
by both the experimental data (Donaldson et al. 1997) and a stochastic
model of the electrically stimulated auditory nerve (Bruce et al. 1999a,b).
Although Donaldson et al. (1997) used a multiple-looks model with a
roughly 10-ms window to explain their data, Bruce et al. (1999c) found that
the traditional “single-look” 100-ms integrator could also successfully
explain the same data, suggesting that the lack of compression in electric
hearing rather than the decision variable and rule is the critical factor 
determining the temporal integration function (see Bacon and Oxenham,
Chapter 4, for a discussion of how a decrease in or loss of compression can
influence temporal integration in acoustically stimulated hearing-impaired
listeners).

Second, the lack of compression and filter ringing in electric stimula-
tion can also account for exquisite sensitivity in intensity discrimination 
and detection of amplitude modulation and temporal asymmetry in
cochlear implant users. A simple and parsimonious model detects the 
difference between peak and valley intensities. For example, implant lis-
teners can detect amplitude modulations on the order of 1–5%, translating
into 2–10% differences between the peak and the valley amplitudes
[(minimum/maximum = (1 - m)/(1 + m)]. Similarly, for temporal asymme-
try with a 500-ms half-life and 50-ms repetition period, the implant listener
can detect about a 7% difference in amplitude between the beginning and
the end of the temporal envelope [exp(-0.69*50/500)]. These differences in
amplitude are consistent with the intensity discrimination directly mea-
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sured in implant listeners at a comfortable loudness (i.e., Weber’s fractions
in the 1–10% range; see Nelson et al. 1996; Zeng and Shannon 1999; also
Fig. 6.8).

Without evoking changes in the internal noise and other central decision
variables in electric stimulation, the loss of cochlear compression alone can
account for most of the difference in Weber’s fraction between acoustic and
electric stimulation. Except for the acoustic TMTF data with the sinusoidal
carrier, normal-hearing listeners typically can detect intensity differences
from 0.5 to 3dB, translating into about a 6–40% difference in amplitude.
This precompression difference, subject to a power function with an expo-
nent of 0.3 (approximating the cochlear compression function; see Cooper,
Chapter 2), is reduced to a postcompression difference of 2–11%, similar
to the values typically found in cochlear implant users.

5. Practical Issues

Cochlear compression, or the lack of it with electric stimulation of the audi-
tory nerve, significantly affects the design and performance of a cochlear
implant. As seen in Section 3.1.1, the direct consequence of the lost com-
pression is the extremely narrow dynamic range of 10–20dB in cochlear
implant users. The foremost important issue in the cochlear implant design
is to fit speech sounds into this narrow dynamic range.

5.1 Automatic Gain Control and 
Instantaneous Compression
A normal-hearing listener can accommodate an extremely wide dynamic
range of about 120dB or an intensity change of over 12 orders of magni-
tude (Bacon, Chapter 1). The dynamic range of speech varies between 30
and 60dB depending on the speech material, the acoustic measure [root
mean square (rms) or envelope levels], and the definition of the speech
dynamic range (for a review, see Zeng et al. 2002). All implants have an
automatic gain control that adjusts the microphone sensitivity so that
speech sounds, whether soft or loud, near or distant, can be optimally ampli-
fied to fit into a fixed 30–60dB electric range that is compressed further to
match the individual user’s electric dynamic range. The automatic gain
control tends to have a fast attack time (a few milliseconds) and a relatively
slow release time (tens to hundreds of milliseconds; Levitt, Chapter 5).

On the other hand, the compression is instantaneous and typically 
accomplished by a lookup table in a digital implementation of the acoustic-
to-electric amplitude-mapping process. Although the goal of this instan-
taneous compression is necessary because of the apparent mismatch in
dynamic range between the environmental sounds and the electric stimu-
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lation, it effectively partially recovers the function of the lost cochlear 
compression in cochlear implant users.

5.2 Restoring Normal Loudness Growth
One goal of the compression in cochlear implants is to restore normal loud-
ness growth. Several researchers have shown a linear loudness-matching
function between acoustic amplitude expressed in decibels and electric
amplitude expressed in microamperes (Eddington et al. 1978; Zeng and
Shannon 1992; Dorman et al. 1993; Fig. 6.6B). This linear function can be
represented by

(5.2.1)

where Ao is acoustic threshold, Au is acoustic uncomfortable level, E is
linear electric amplitude, T is electric threshold, U is electric uncomfortable
level, and a and b are constants.

To restore normal loudness growth, the electric amplitude should then be
determined by a logarithmic mapping function; in other words, a logarithmic
compression from acoustic amplitude to electric amplitude is needed

(5.2.2)

where IDR is the input acoustic dynamic range. Applying the boundary
conditions where E equals T when A equals Ao and E equals U when A
equals Au, we have

(5.2.3)

Equation 5.2.3 shows that the ratio between electric dynamic range (U
- T) and the IDR is a scaling factor, whereas T can be treated as a DC shift.
Figure 6.13 illustrates such a mapping between IDR and electric dynamic
range in cochlear implants. The x-axis (i.e., the IDR) determines the range
of acoustic input mapped into the electric output range between threshold
(T level) and the most comfortable loudness (M level). The speech pro-
cessor first selects an acoustic level (0dB on the x-axis) and maps it into 
an electric level (M level) that evokes the most comfortable loudness. The
speech processor then maps either the 10-dB range below the 0-dB acoustic
level into the audible electric dynamic range (the rightmost sloping line) or
any other acoustic range into the same audible electric dynamic range. Pre-
sumably, any acoustic input level that is outside the IDR will be mapped
into either a subthreshold electric level (less than T level) or a constant 
saturating level (greater then M level).

5.3 Speech Recognition
The choice of the acoustic dynamic range, the electric dynamic range, and
the conversion from acoustic amplitude to electric amplitude can signifi-

E A Ao IDR* U T T= ( ) -( ) +20 log

E A Ao IDR* U T= ( ) -( ) -20 log a b

20 20 20 20log log log logA Ao Au Ao E T U T-( ) -( ) = -( ) -( ) +a b

210 F-G. Zeng



cantly affect speech performance in cochlear implant users.This section will
examine each of these three factors in determining the cochlear implant
performance and relate it to the psychophysical and theoretical aspects of
auditory compression whenever appropriate.

5.3.1 Effect of IDR

Ideally, the IDR would be set to 120dB so that the acoustic amplitude
within this normal range is converted into a current value that evokes sen-
sation between minimal and maximal loudness. Because of the narrow elec-
tric dynamic range and the limited discriminable steps within the range
(about 10–20dB dynamic range and 20 discriminable steps; see Nelson 
et al. 1996; Skinner et al. 1997b; Zeng et al. 1998b; Zeng and Galvin 1999;
Zeng et al. 2002), the implant users might not be able to discern enough
meaningful variations in sound intensity for the most important speech
sound. Traditionally, speech dynamic range has been assumed to be 30dB
(e.g., Dunn and White 1940; ANSI 1969, 1997). Some of the earlier cochlear
implants (e.g., Nucleus 22) have also set their IDR to this 30-dB value.

Using the standard logarithmic compression, Zeng et al. (2002) system-
atically examined the effect of adjusting the IDR on speech performance
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Figure 6.13. Logarithmic compression for acoustic-to-electric amplitude conver-
sion in Clarion cochlear implants. The x-axis (i.e., the input dynamic range) deter-
mines the range of acoustic input mapped into the electric output range between
threshold (T level) and the most comfortable loudness (M level).The speech proces-
sor first selects an acoustic level (0dB on the x-axis) and maps it into an electric
level (M level) that evokes the most comfortable loudness. The speech processor
then maps either the 10-dB range below the 0-dB acoustic level into the audible
electric dynamic range (the rightmost sloping line) or any other acoustic range into
the same audible electric dynamic range. A 60-dB dynamic range map (dashed line)
is typically set in the speech processor.



in cochlear implant users. For consonants and vowels produced by multiple
talkers, speech performance was optimal when the IDR was set at about 
50dB. The performance dropped off when the IDR was either decreased
or increased. The optimal performance with a 50-dB IDR was consistent
with the acoustically measured dynamic range for the temporal envelope
distribution in these speech materials (Cosendai and Pelizzone 2001; Zeng
et al. 2002).

5.3.2 Effect of Electric Dynamic Range

Clinicians spend most of the time during the programming of a cochlear
implant trying to estimate the electric dynamic range as determined by the
threshold and the maximum comfortable level. The threshold is usually
called the T level, whereas the maximum comfortable level is called the M
level or C level. Of course, we want to make sure that the acoustic 
information is mapped appropriately within the electric dynamic range;
however, it is not clear how important an accurate measurement of this
range needs to be to maintain a high level of speech performance in
cochlear implant users.

Dawson et al. (1997) simulated errors in estimating the electric dynamic
range by quasi-randomly reducing the maximum comfortable level by 20%
from the actually measured values. They found a significant effect of this
loudness imbalance on speech recognition, particularly in noise. Others
(Skinner et al. 1997a; Zeng and Galvin 1999; Loizou et al. 2000a) also found
similar effects of reducing the dynamic range on speech recognition,
particularly again for vowels and in noise.

5.3.3 Effect of Compression

Several studies have systematically examined the effect of compression on
speech performance in cochlear implant users (Fu and Shannon 1998, 2000;
Zeng and Galvin 1999; Loizou et al. 2000b). In these studies, the degree of
compression was varied from generally little compression to the steepest
compression mimicking a step function. Although little or no compression
generally produced the worst speech performance, the degree of compres-
sion had a relatively small effect on speech performance and depended 
on speech-processing strategies (Fig. 6.14). For example, Zeng and Galvin
(1999) used the most compressive conversion from acoustic amplitude to
electric amplitude, a step function that essentially converts variations of
acoustic amplitude into a binary representation in electric amplitude. They
found in cochlear implant users who used the SPEAK strategy that this
extreme form of compression had relatively little effect on phoneme recog-
nition in quiet. On the other hand, Fu and Shannon (1998) and Loizou 
et al. (2000b) showed in cochlear implant users using the CIS strategy that
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the best speech performance was achieved when the compression restored
normal loudness in cochlear implant users (with the compression ratio
between 0.1 and 0.3). Additional benefits could also be obtained by selec-
tively amplifying the low-value acoustic amplitudes in speech sounds
(Geurts and Wouters 1999).

There is no question that compression needs to be restored by cochlear
implants, but the question still remains regarding the form of the most effec-
tive compression. The preliminary data presented above show only a tip of
the iceberg because, in reality, the best compression is not an isolated para-
meter but rather is one that interacts with other factors such as the listen-
ing environment (quiet vs. noise, speech vs. music), the processing strategies
(temporal envelope vs. spectral features), and the electrode interactions
(single- vs. multiple-electrode stimulation). For example, the popular strat-
egy of extracting and coding the temporal envelope (Wilson et al. 1991) is
more sensitive to the degree of compression than strategies of extracting
the spectral features (Zeng and Galvin 1999). Ultimately, the compres-
sion has to be combined with the electrode-to-neuron interface to restore
not only the normal loudness growth but, more importantly, the number 
of discriminable intensity steps as well as the range and resolution in 
frequency.
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6. Summary

Using the cochlear implant to directly stimulate the auditory nerve has been
proven to be an effective means of restoring partial hearing to deaf people.
With today’s modern multielectrode devices, an average implant user can
talk on the telephone. We have begun to explore the utility and potential
of the implant in probing basic auditory mechanisms, including cochlear
compression. Overall, the basic research in cochlear implants is still in its
infancy. It still remains a dream to incorporate compression in the cochlear
implant to restore not only the loudness growth but also the number of dis-
criminable steps in intensity, frequency tuning, and natural nerve response.
This chapter has shown that the cochlear implant can be used as a power-
ful research tool to demonstrate the roles of cochlear compression in 
auditory functions.

(1) Cochlear compression plays an extremely important role in 
encoding the 120-dB dynamic range in acoustic hearing. Without this com-
pression, the dynamic range is drastically reduced to 10–30dB in electric
hearing. The implant data suggest a general loudness-coding scheme con-
sisting of a peripheral compression and a central expansion.

(2) Comparative studies between acoustic and electric hearing suggest
that cochlear compression limits normal-hearing listeners’ ability to dis-
criminate differences in intensity and time (e.g., fast amplitude modulations
and asymmetrical temporal changes). In this regard, the cochlear implant,
sometimes referred to as the bionic ear, truly outperforms its natural 
counterpart.

(3) Employment of a nonlinear compression, similar to the natural
cochlear compression, is important to restore normal loudness growth and
improve perceptual performance in cochlear implant listeners. The exact
form of compression and its interactions with processing, patient, and 
environmental factors still remain unclear.
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