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Abstract
A classification scheme for Graph-Like Modeling Languages (GLML) is presented in this paper. The novelty of this classifier 
lies in its application to a meta-model for GLML that deviates from the simple graph model and underlies a large number 
of GLML. The main goal of using this classification scheme is to support the reuse of layout algorithms for GLML. GLML 
are used directly or indirectly for the development of software by model-based software engineering techniques. In other 
domains, graph-like models are artifacts (e.g., circuit diagrams, energy flow diagrams) that serve as input for downstream 
specialized applications (simulators, optimizers). The concrete syntax of a language for creating, editing, and understand-
ing models is highly important for the development of modeling tools. Layout methods for the used languages have to be 
implemented to achieve software tools with good usability. Developing layout algorithms is a complex topic that is covered 
by the specialized field of Graph Drawing. However, there is no existing procedure to determine which layout algorithm can 
be used for a GLML. Matching layout algorithms to GLML can be achieved by applying the presented classification scheme.

Keywords  Concrete syntax of modeling languages · Graph-like modeling languages · Graph drawing · Layout algorithm · 
Domain-specific modeling

Introduction

Abstract models and modeling languages are used in soft-
ware engineering and classical engineering sciences to 
describe systems. Graph-like languages were introduced as 
suitable modeling tools as early as the turn of the twenti-
eth century. Many inventions in the field of electricity were 
published in patent specifications using graph-like visualiza-
tions (e.g., [1]). The prevalence of computer technology and 
especially the propagation of model-based design (MBD) 
have increasingly led to the rise of GLML in the sciences.

The concrete syntax of a language is of utmost impor-
tance for the understanding of the language [2] and the main 
means by which users interface with models [3]. In this con-
text, the comprehensibility of modeling languages strongly 
depends on the modeling skills of the users [4]. The users 
deploying model-based software development (MBSD) are 
typically software engineers with experience in abstract lan-
guages (e.g., programming languages) and general-purpose 
modeling languages (GPML) like UML. In model-based 
engineering (MBE) the users are often classical engineers 
with little modeling experience. They are supported by 
domain-specific languages (DSL).

Another important aspect is the usage of the created 
models. Applications that only need a single model to be 
generated do not have high demands on the usability of the 
modeling process. But when models are created and edited 
frequently, the modeling itself becomes an important part of 
the user’s work. This is then linked to high demands regard-
ing usability, comparable to the demands of UI/UX design.

To meet these requirements, modeling tools have to offer 
algorithms both for drawing of and interacting with the 
GLML.
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The layout of GLML is complex compared to the con-
crete syntax of textual languages. Although graph drawing 
is the specialized field that is concerned with the visuali-
zation of graphs, it has not systematically been applied in 
MBD yet [5]. There are two reasons for this. On one hand, 
the automatic drawing of graphs is less important than the 
implementation of layout algorithms and interaction meth-
ods that support the creating and editing of models. Here 
aspects such as dynamic graph drawing and layout stabil-
ity are more important than static graph drawing. On the 
other hand, graphical models within the scope of MBD are 
structurally very varied. They differ from the classic, simple 
graph model consisting of vertices and edges. Graph models 
in MBD can be port graphs, hypergraphs, nested graphs, and 
labeled graphs. In this paper, these models are encapsulated 
in the term graph-like.

The multitude of different graph models, which are often 
defined in the concrete syntax of the metamodels for GLML, 
and the different use cases for layout algorithms complicate 
their reuse and adaptation considerably. Reuse and com-
patibility (of languages) are two of the TOP 10 challenges 
faced in MDE artifact sharing [6]. Typical artifacts in MDE 
include models, metamodels, model transformations, and 
modeling tools. In addition, for widely used languages, 
especially GPML, the concrete syntax is defined only very 
superficially, even though it should be an important part of 
the language. For UML 2.5.1, the specification takes up just 
20 of 754 pages of documentation [7]. In SysML 1.6 [8], 
the concrete syntax describes only the graphical aspects of 
the language.

A major shortcoming is that for many languages there 
is de facto no sufficient definition of the concrete syntax to 
provide state-of-the-art layout algorithms.

This paper presents a classification scheme for the con-
crete syntax of GLML. This provides the possibility to 
assign layout algorithms not to a specific language or tool, 
but to a class of modeling languages according to the clas-
sification scheme. A classifier provides developers with the 
ability to more effectively use existing layout algorithms, 
which may be grouped in libraries (e.g., the Eclipse Layout 
Kernel [9]), for the layout of GLML. In particular, if lay-
out algorithms can be used via parameters for the layout of 
different concrete syntaxes, classifiers enable the mapping 
between GLML and layout algorithms. This facilitates the 
reuse and adaptation of layout algorithms and greatly simpli-
fies tool development.

The classification scheme as presented contains struc-
tural, geometrical, and topological information. It explicitly 
excludes information on the graphical design of the GLML 
elements.

The proposed classification scheme is an expansion of 
[10] based on a different notation and was applied for a map-
ping between GLML and layout algorithms in [11].

“Related Works” describes the related works. “Features 
and Metamodel of GLML” presents a metamodel for GLML. 
The metamodel describes the essential model elements, for 
which features are listed in the classification scheme. “Lay-
out Aspects of GLML” characterizes layout algorithms for 
GLML and differentiates between static graph drawing and 
dynamic graph drawing. In “Classification Scheme”, the 
classification scheme is detailed. Using the examples of the 
classical graph model, a GPML, and a DSL, “Examples” 
applies the classification scheme. “Layout Algorithm Reuse” 
shows a way to apply the classification scheme for layout 
reuse. “Conclusion and Further Work” gives a conclusion 
and outlook on further work.

Related Works

The concrete syntax of a GLML is closely related to the 
layout of a language also often referred to as visual notation. 
The following is a literature review of the related fields and 
publications.

User Experience and Aesthetic Aspects of GLML

The importance of aesthetic aspects in graphical languages 
is highlighted in many papers. Graphical languages are 
the interface between the user and the model of a specific 
domain.

Reference to individual language elements and their 
concrete syntax occurs repeatedly in the studied aspects 
concerning the aesthetics of a language. In [12], six differ-
ent basic principles that improve the quality of information 
models are presented. Within the principle of clarity, the lay-
out design is explicitly named as an essential factor; and the 
reference to aspects of aesthetics in graph drawing related 
to the edge geometry is established in [13].

Extensive research on the importance of aesthetics has 
been conducted by Purchase. Especially line crossings 
and line bends [14–19], and also, but less significant, line 
orthogonality and line angles [16, 19] are crucial properties 
of the layout of a diagram, which are directly related to the 
concrete syntax.

In [4], the positions of language elements of domain-
specific graphical languages are highlighted as an impor-
tant aspect for coping with complex modeling scenarios. 
As an example, the positions of ports for incoming (left) 
and outgoing (right) connections are given. Position proper-
ties (especially of ports) are part of the concrete syntax of 
a language.

Recent studies apply machine learning methods to evalu-
ate the layout quality of diagrams [19] or refer to aspects of 
aesthetics for special domains, e.g., business process mod-
eling [20, 21].
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Unlike the extensive earlier work, this paper is not con-
cerned with examining aspects of the aesthetics of the lay-
out of GLML. Rather, the presented scheme introduces 
an approach not to limit the aesthetic aspects to a specific 
language or a few parameters of language elements (e.g., 
length, bends, and crossings of lines), but to relate them 
to the concrete syntax of languages. Investigations on the 
aesthetics or usability of languages that refer to the con-
crete syntax and already existing study results that can be 
transferred to a concrete syntax can then be used for a whole 
class of GLML.

Graphs and Graph Drawing

A great number of works on graph drawing originated in the 
1990s. As an example, we mention the works of Di Battista 
et al. [22, 23]. Graph drawing methods exist for different 
classes of graphs. In [23], a general framework for graph 
drawing is presented, which contains parts of the features of 
the presented classification scheme (e.g., edge direction and 
routing classification). That framework, however, is strongly 
focused on concrete layout aspects (planarity) and properties 
of graphs (connectivity). Ports, nested graphs, hypergraphs, 
and labeling are not mentioned in this framework. In [22], 
algorithms for drawing graphs are classified (into the classes 
trees, general graphs, planar graphs, and directed graphs), 
and a literature study on this differentiation is conducted. 
In addition, a few structural feature distinctions were con-
sidered (hypergraphs, compound graphs). There are other 
classification approaches for other special properties of 
graphs. For port graphs, there is a classification regarding 
an important feature, the port position, in connection with 
the development of specific layout methods [24].

Problems of labeling were researched intensively in the 
environment of geographic maps. In [25], a model with 
9 different possibilities for the placement of axis-parallel 
enveloping label rectangles is presented. An overview of 
publications on map labeling is provided by [26].

Label orientation is also a relevant and widely researched 
topic in traffic maps. An overview of existing work is pro-
vided by [27].

The vast majority of this work is based on graphs as a 
metamodel, classically consisting of vertices and edges. 
Besides, there are languages in which the connection points 
(ports) are anchored in the metamodel as elements in addi-
tion to the vertices and edges.

Netlike Schematics

In [28], netlike schematics is the term used to differenti-
ate from graphs. Graphs are considered besides electrical 
diagrams, technological layouts, and petri nets as examples 
of netlike schematics. A general language called schematic 

structure description language (SSDL) is presented. The 
essential difference of the examined languages to graphs is 
that instead of nodes, components connected by ports are 
part of the languages. Furthermore, the concrete relation 
to industrial applications (functional block diagrams, logic 
diagrams, flowcharts, and circuit schematics) was given. The 
work in [28] originated at the Central Institute of Cyber-
netics and Information Processes, Academy of Science of 
the G.D.R. A whole series of works on automatic layout 
synthesis of netlike schematics was carried out there in the 
late 1980s [29–32].

The work on this has been continued in the following 
years, and the results have been integrated into a software 
framework [33]. The connection to industrial applications 
was maintained, and a number of domain-specific languages 
[34–36] with integrated layout methods [37, 38] based on 
this framework have been developed.

Additional metamodels corresponding to these netlike 
schematics are currently integrated into some frameworks 
[9, 33, 39, 40] and implemented in layout algorithms. But 
also in these frameworks, not every layout algorithm can 
be used for every concrete syntax based on the metamodel, 
and there are no mapping mechanisms to get information 
about suitable layout methods already during language 
engineering.

Technical Languages

Modeling languages with a precisely defined concrete syntax 
exist, especially in engineering domains as technical lan-
guages. A prominent example of this are circuit diagrams. 
Before the advent of computer technology, circuit diagrams 
were drawn by hand. Today, extensive software tools exist 
for this purpose under the name electronic computer-aided 
design (ECAD). An advantage of the representation of elec-
trical circuits is that there are standards that have existed for 
a very long time and are accordingly well evaluated. These 
standards contain concrete syntax specifications as well as 
aspects of drawing: “Lines between symbols should be hori-
zontal or vertical with a minimum of line crossings, and with 
spacing to avoid crowding” [41].

Other technical languages that define their concrete syn-
tax are IDEF [42, 43] and function block diagrams in IEC 
61131-3 [44].

Languages in Model‑Based Engineering

The specification of GLML is provided in different ways 
using different methods [45]. The languages in model-based 
engineering are typically defined by a meta-model [46]. 
Meta-models capture the relevant domain abstractions and 
concepts by specifying the abstract syntax and static seman-
tics (aka well-formedness rules) of a graphical modeling 
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language, whereas concrete syntax has received less atten-
tion. This stands in contrast to the design of domain-specific 
languages, where concrete syntax is an important design 
aspect [2]. This observation applies to both the current state 
of practice and the academic literature. For example, the lat-
est UML specification (version 2.5.1) devised by the OMG 
[7] comprises a total amount of 754 pages, 678 of which are 
dedicated to the definition of the language's abstract syntax. 
UML diagrams are only considered in the Appendix, with 
the primary goal of standardizing the exchange of UML dia-
grams across tool boundaries. The actual concrete syntax is 
given in the form of a table (from page 704 to 723) which 
maps conceptual model elements defined by the abstract 
syntax to their graphical notation (i.e., shapes). The same 
observation applies to GPML which have been proposed 
in the academic literature, where the focus is typically on 
defining the abstract syntax as well as static and dynamic 
semantics, whereas the concrete syntax is, if at all, illustrated 
by a few examples (see, e.g., [47–49]).

Originating from model-driven development (MDD), so-
called language workbenches are also to be considered. In 
language workbenches, the abstract and the concrete syn-
tax as well as the mapping between them is defined as a 
meta-model [50–54, 54], and graphical editors for DSL are 
generated from it. Here are the challenges in developing suit-
able layout algorithms, which are currently not always well-
solved for practical applications [55].

The presented classification scheme distinguishes verti-
ces, ports, edges, labels, and symbols as the most impor-
tant model elements. These model elements are explicitly 
included in several meta-models [9, 28, 33, 39], but the 
authors are not aware of any classification scheme for the 
concrete syntax of GLML.

Features and Metamodel of GLML

Figure 1 shows a possible meta-model for GLML. The 
essential model elements are vertices, ports, edges, labels, 
and symbols. Vertices, ports, and edges have a symbol 
that represents their graphical expression and reflects their 
domain-specific semantics. The symbols, as long as their 
shape is static, are irrelevant for layout algorithms and are 

not included in the classification scheme. They are used in 
the visualization to have distinguishable and recognizable 
model elements.

GLML are not “classical”, simple graphs. The main dif-
ference is that the edges do not directly connect vertices, 
instead the connection is facilitated via ports that belong to 
the vertices.1

Ports for connecting vertices are used in many graphical 
languages. In some of those languages, ports are explicitly 
specified, and they also have a graphical or textual form, for 
example with fixed ports in ladder diagrams and function 
block diagrams in [44]. In other languages, ports function 
as positions for the connection of edges and vertices. These 
ports can have no expression and would then not be recog-
nized as such in a graphical representation.

Some graphical modeling languages implement nested 
vertices. These contain other vertices and edges and can also 
be connected like non-nested vertices via edges (e.g., UML 
activity diagrams).

An important aspect of the concrete syntax of graphical 
languages is the specific graphic representation of language 
elements. Visual properties like color, line style, arrows, 
etc. make elements of graphical languages distinct and can 
emphasize their domain-specific context. A detailed study 
on the visualization of uncertainty in data using visual prop-
erties of edges (lightness, grain, fuzziness, transparency, 
width, hue, and saturation) shows the influence of these 
properties on the user [56]. Layout algorithms can abstract 
from the specific graphical properties. Because a detailed 
specification of shape features is not relevant, this paper 
omits it.

Layout Aspects of GLML

A separate field, graph drawing, exists for the development 
of layout methods for graph-like languages. Many funda-
mental graph drawing algorithms were developed and stud-
ied in the past decades [23]. Graph drawing algorithms are 
generally divided into procedures for placing vertices and 
procedures for routing edges. Many graph drawing meth-
ods solve both tasks together. Developed for drawing (sim-
ple) graphs consisting of vertices and edges, graph drawing 
methods are also used for the layout of GLML. However, 
GLML have special properties different from simple graphs, 
which have to be considered for the layout of the language. 
Vertices have dimensions as well as ports with graphical 

Fig. 1   A meta-model of GLML

1  In the metamodel in Fig.  1, edges must always be connected to 
ports. To use this metamodel to represent a graph model without 
ports, each vertex is assigned exactly one port that has no symbol and 
is located on the vertex.
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expressions and defined positions. This makes the devel-
opment of layout algorithms a more challenging task than 
simply adapting graph drawing algorithms.

Graph drawing methods can be roughly divided into static 
graph drawing and dynamic graph drawing. In static graph 
drawing, an existing set of vertices and edges is laid out. 
dynamic graph drawing, on the other hand, deals with the 
layout of entire sequences of graphs [57]. For example, a 
layout can be transformed into another layout by deleting/
adding edges/vertices, changing edges, moving vertices 
(including the following collision handling), and expanding 
vertices.

For the GLML characterized in the previous chapter, 
dynamic graph drawing is of greater importance than static 
graph drawing, especially when GLML are artifacts of mod-
eling tools and/or editors. In this environment, the user is 
faced with the task of creating a new model (on a "blank 
sheet of paper") or modifying a previously created model. 
To cover these use cases well, it is helpful for dynamic graph 
drawing to preserve the mental map of the user [58]. The 
concept of preserving the mental map is a layout aspect of 
graph drawing that became the focus of research in the soft-
ware engineering environment and there through the increas-
ing prevalence of graphical modeling tools [59].

Besides the preservation of the mental map, aesthetic cri-
teria for the layout of GLML are of importance. In addition 
to general design principles for graph drawing, the so-called 
Gestalt laws [60], and general design techniques in the con-
text of graph drawing [61], specific criteria and metrics for 
the aesthetic of drawn graphs were developed [62]. In addi-
tion, domain-specific context (e.g., for UML diagrams [18]) 
or structural circumstances (e.g., for models of real technical 
systems [63]) is important for layout. The preservation of the 
mental map as well as general and domain-specific aesthetic 
aspects compete in the development of layout algorithms for 
GLML [16, 64].

The above-mentioned aspects of the layout algorithms for 
GLML complicate their development.

Classification Scheme

“Classification Scheme” provides a classification scheme for 
GLML. The first subchapter introduces the notation of the 
scheme, and the following subchapters describe the classi-
fiers for vertices, ports, and edges of GLML.

Notation

The notation for the classification scheme is based on feature 
diagrams. Feature diagrams were introduced as part of the 
so-called Feature-Oriented Domain Analysis (FODA) [65]. 

Their notation was expanded in following publications. The 
notation in this paper uses the expansions by [66–69].

The syntax of feature models was extended to shorten 
the classifier and to designate properties as default when a 
feature is not specified by a GLML. These extensions can be 
found in Table 1 in rows 3 and 5.

The syntax in Table 1 is used in this paper.

GLML Classification

According to the meta-model in Fig. 1, a GLML has verti-
ces, edges, and ports.

Port classification is optional. If no ports are classified for 
a given GLML, the GLML implements the classical graph 
model consisting of vertices and edges (Fig. 2).

The next chapters present the classification scheme for 
GLML elements. The simple GLML examples in Fig. 3 are 
used to illustrate the classifiers.

Common Classsification

The three GLML elements have a common set of abstract 
properties in the Label classifier.

Label Classification

Vertices, edges, and ports can have labels. Labels describe 
the other elements in more detail and make them distin-
guishable and recognizable. Ports must be distinguished 
from each other, for example, to ensure that they are con-
nected to valid edges (e.g., in circuit diagrams according 
to [70]). Vertex and edge labels are the subjects of spe-
cific research within the discipline of graph drawing. The 
first papers on this topic were published on the domain of 
cartography [71]. Vertex labels without overlap and label 
alignment are important for transit maps, and label place-
ment is a central focus of studies next to schematic layout 
concerns [27].

The label classifier has a default value of no label. If a 
GLML element has a label, its position can be either fixed 
(fix) or freely placeable (free). The classification scheme 
provides the optional definition of the rotation properties, 
which allow possible rotations either in 90° steps or freely. 
The examples A, C, and D in Fig. 3 have labels. Example C 
allows a rotation of the port label (Fig. 4).

Vertex Classification

The main classification features for vertices regarding the 
graph type are the existence of ports (port graph), nesting 
(nested graph or not), and label (labeled graph or not). The 
placement classifier provides information about the desired 
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Table 1   Notation

Symbol Explanation

m and f A feature can take one of the values m (mandatory) and f (forbidden)

f1

sf a  

Feature f1 with optional solitary subfeature sf a

f1

sf a  

Feature f1 with solitary subfeature sf a. If the subfeature sf a is not set the default value of sf a will be set. Subfeauture sf a must 
have a default value

f1

sf a

[0..*]

f1

sf a

[1..*]

 

Feature f1 with mandatory ([1..*]) or optional ([0..*]) subfeatures sf a or sf a

f1

sf a sf b  

Feature f1 with exactly one subfeature from a group. If the subfeature is not present, the default value (grayed out) will be set 
and f1 can be omitted (see above). The specific subfeature that is set has the value m (mandatory). All other subfeatures have 
the value f (forbidden)

f1

sf a sf b  

Feature f1 with at least one subfeature of a group. The set subfeatures have the value m (mandatory), all other subfeatures have 
the value f (forbidden). If more than one subfeature has the value m, it means that one of these subfeatures can be selected. 
The value m means optional in this case

f1

sf a sf b  

Feature f1 with exactly one subfeature from a group that is optional. The set subfeature has the value m (mandatory). All other 
subfeatures have the value f (forbidden)

f1

sf a sf b  

Feature f1 with optionally one or more subfeatures of a group. The subfeatures have the value m (mandatory) or f (forbidden)

f1  
Feature model reference f1

Fig. 2   GLML classifier with references to another feature model

Fig. 3   Example GLML representations

Fig. 4   Label classifier
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placement method. The complete classifier is displayed in 
appendix A.

Nesting Classifier

The nesting classifier defines the contents of vertices. Ver-
tices can have content that is to be laid out (nested), have no 
content, or have non-laid out content (default: non-nested). 
Nested graphs pose complex requirements to layout algo-
rithms, especially when vertices can be expanded and thus 
take up more space in a visual representation. Another dif-
ficulty can be the (edge) connection between inner and outer 
graph elements. The example A in Fig. 3 shows a nested 
graph with two different types of connection. Edge 1  crosses 
hierarchy boundaries of nodes. Edge 2 and edge 3, on the 
other hand, do not cross hierarchy boundaries (Fig. 5).

Rotation Classifier

The classifier characteristics for rotation and mirroring have 
importance for layout algorithms that place vertices. Rota-
tion and mirroring can enable fewer crossings and bends of 
edges (Fig. 6).

If rotations are allowed at all, they can be allowed in steps 
of 90° or free.

Mirroring Classifier

If mirroring vertices is allowed at all (any classifier char-
acteristic except the default no mirroring), the following 

features can be set: horizontal mirroring allowed, vertical 
mirroring allowed, horizontal and vertical mirroring allowed 
(Fig. 7).

Placement Classifier

The placement classifier is a simple string without subfea-
tures. It is not subset further because there are many different 
placement methods extended by further specializations and 
parameterizations. For example, [72] shows 200 different 
ways to visualize trees.2

The classifier is designed as a string to give a short 
impression of what types of placement are preferred for the 
GLML. This includes general placements, like tree, layer, 
series–parallel, organic, grid, circular, or domain-specific 
placements, like UML-class, wiring diagram, etc. The selec-
tion of a placement method is also greatly influenced by the 
other classifiers of a GLML.

Port Classification

The occurrence of ports in GLML as well as their proper-
ties have an enormous influence on layout algorithms. Espe-
cially restrictions regarding the position of ports influence 
the routing of edges. The complete classifier is displayed in 
appendix B.

Position Classifier

The port position is a defining characteristic of GLML. 
Many technical languages prescribe a fixed position on the 
vertices because the position has a semantic component. 
Changes in port positioning can lead to confusing diagrams 
or incorrect interpretations.

On the other hand, restricted port positions constrain the 
degrees of freedom for layout algorithms. Aesthetic crite-
ria, like the minimization of crossings and bends, will be 
de-emphasized. The diagram layout loses readability. The 
default position of ports is free. If the feature is not explicitly 
denoted for a GLML, the ports in question can be placed 
freely on the vertex.3

The feature side can assign port positions to one or mul-
tiple sides of the vertex. The specific side is noted by a ref-
erence and becomes relevant when vertices are mirrored or 
rotated. Local defines the sides in relation to the host vertex, 
and global defines them in relation to the diagram (Fig. 8).

Fig. 5   Nesting classifier

Fig. 6   Rotation classifier

Fig. 7   Mirroring classifier

2  Not all of these tree visualizations are suitable for GLML, but the 
number of usable visualizations is still quite high (vertical trees, hori-
zontal trees, multidirectional trees, radial trees, hyperbolic trees).
3  Ports are usually placed on the vertex shape. Position free thus also 
means a free placement on the vertex shape.
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The UML diagram in Fig. 1 shows an example of assign-
ing ports to vertex sides, which allows the routing algorithm 
to route the aggregation edges without crossings.

Valency Classifier

The valency classifier describes how many edges can be con-
nected to a single port. Its default value is one. Otherwise, 
the feature can be set to any and allow multiple connections. 
The number of connections can optionally be restricted by 
a minimum and/or maximum value. This also allows for a 
specific number with min = max (Fig. 9).

Restrictions on the number of connecting edges are typi-
cal for diagrams of technical systems. Circuit diagrams, for 
example, visualize terminals of electrical devices as ports 
and wires as edges. Terminals can be built to allow either 
one or two wires.4

The examples in Fig. 3 do not show their respective 
valency classifiers clearly. Example A can not have a valency 
of one for its upper port.

Nested Classifier

Some GLML have nested ports. These are described by the 
nested classifier. The superordinated port is referenced by a 
string. Example GLML C in Fig. 3 shows two nested ports 
a and b, with their classifiers being a: nested(p2) and b: 
nested(p2).

SysML 1.6. uses nested ports for example in Block Defi-
nition Diagrams [8].

Direction Classifier

The direction classifier is used for directed graphs. It defines 
which end of a directed edge can be connected to a port. The 
default value is undirected, meaning that the port is direc-
tionless. With the feature set to directed, the port can con-
nect to directed edges, and its direction is specified as input 
or output. The third type of port can occur in nested graphs. 
These ports represent the transit from an inner to an outer 
graph and can also be directed or undirected. In–out direc-
tion sets ports as input ports for the edges in the outer graph 
and output ports for the edges in the inner graph. Out–in is 
defined vice-versa (Fig. 10).

The first two examples in Fig. 3 have the following port 
direction classifiers.

GLML A: ports at the top vertex, left vertex, and bottom-
right vertex: undirected (default); port direction between 
edges 2 and 3: nested.

GLML D: port at vertex a: directed- > output; ports at 
vertices b and c: directed- > input.

Edge Classification

The main classification features for edges are the number 
of possible edge connections, specifications for routing of 
the edges (e.g., straight or orthogonal), and the distinction 
between directed and undirected as well as hierarchic and 
non-hierarchic edges. The complete classifier is displayed 
in appendix C.

Structure Classifier

The structural composition of an edge is differentiated into 
3 types: the default classifier is a port-to-port connection 
(two ports). The second type are edges that are connected 
to only one port. And the third type applies to GLML with 
hyperedges (hyper) (Fig. 11).

Some editors for graphical languages do not implement 
true hyperedges in their meta-model. Here hyperedges are 

Fig. 8   Port position classifier

Fig. 9   Port valency classifier

Fig. 10   Port direction classifier

4  The classification scheme does not offer an explicit feature for ver-
tex valency. Simple graphs in the classical model have their valency 
also defined using ports. Each vertex needs to have a port classifier 
without a symbol that is positioned on the vertex.
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only visually represented by port-to-port connections routed 
onto buses or channels. This leads to the loss of structural 
information, especially if there are additional connectivity 
restrictions on ports (n2m).

A language in which edges can only be associated with 
one port is, e.g., IDEF0 [42, 43].5

The examples in Fig. 3 have the following edge structure.
A and B: two ports (default),
C: one port,
D: hyper.

Routing Classifier

The routing classifier defines the routing strategy. Every 
routing algorithm is controlled by its specific set of param-
eters, e.g., visualization of bend points (points, arcs, noth-
ing), or handling of crossings. These parameters are not part 
of the routing strategy classifier.

The default value for the routing classifier is a straight 
routing without bends (straight). A common routing type 
is orthogonal routing. It was identified as a preferred char-
acteristic for aesthetic graph drawing [62]. If the routing 
classifier is set to orthogonal, routing can only be achieved 
by horizontal or vertical line segments (Fig. 12).

Orthogonal routing can be further specialized by setting 
the features channel or bus. These features allow the GLML 
to emphasize characteristics of real world networks. Buses 
can be used to visualize the real properties of technical 
networks, e.g., power grids, and thus to better understand 

them [63]. The channel paradigm is used to visualize wires 
in circuit diagrams. Even for GLML not representing real-
world networks, the visualization of hyperedges as buses can 
increase the clarity of the drawing. An example of this are 
hyperedges in UML diagrams [16].

Other routing classifiers are arcs, k-linear, and polyline. 
The latter two are mainly used in the map layout. So-called 
k-linear maps (cf. [73]) occur mainly in transportation maps, 
and the octolinear routing is the de-facto standard for such 
diagrams (cf. [27]). It is a routing of line segments whose 
angles to each other have an integer multiple of 360°/2k, for 
example, k = 2 (orthogonal), k = 3 (hexalinear), and k  = 4 
(octolinear). Arc routing is used in classical graph drawing 
algorithms.

The examples in Fig.  3 have the following routing 
classifier.

A: straight (default),
B: k-linear- > octolinear (default),
C: orthogonal- > bus,
D: orthogonal- > channel.

Type Classifier

The type classifier implements the distinction of edge types 
and enables the classification scheme to classify typed 
graphs. Edge types can be represented by a label or by a spe-
cific graphic appearance in the concrete syntax of a GLML.

Type graphs and typed edges are important for routing 
algorithms. For example, crossings are evaluated differently 
if they occur between edges of the same or different types 
which can be used for the optimization of routings.

Example B in Fig. 3 shows a crossing between edges with 
different edge types. The edge types also have varied graphi-
cal representations.

Hierarchy Nesting Classifier

Edges in nested graphs can be routed across nesting hierar-
chy layers or only in their own layer (default). An example 
for the first case are SysML internal block diagrams, which 
link blocks across hierarchy layers with connectors (Fig. 13).

Example A in Fig. 3 shows an edge across the nesting 
hierarchy (edge 1) and two edges in their own layer (edges 
2 and 3).

Fig. 11   Edge structure classifier

Fig. 12   Edge routing classifier

Fig. 13   Edge hierarchy nesting classifier

5  Using the meta-model from Fig. 1 to visually represent edges con-
nected only by a port, a symbolless pseudo vertex with a symbolless 
port must be created.



	 SN Computer Science (2023) 4:189189  Page 10 of 16

SN Computer Science

Direction Classifier

The direction classifier implements direction information 
for edges, with undirected as default. Directed edges have 
the optional feature acyclic. This feature can be important 
for layout algorithms, especially tree layouts or hierarchi-
cal layouts. Some common algorithms for these types of 
graphs can not handle cycles or need a special preprocess-
ing step to eleminate cycles (Fig. 14).

The examples in Fig. 3 have the following direction 
classifier.

A and B: unirected (default),
C and D: directed.

Examples

In this section, the classification scheme presented for 
the concrete syntax is applied to three examples: a simple 
graph model, the UML diagram from Fig. 1, and a DSL. 
For the second example, the description of the classifica-
tion is more detailed.

Simple Graph Model

Figure 15 shows a simple graph of the famous Königs-
berg bridge problem [74]: the vertices A, B, C, and D 
represent the districts, and the edges represent the seven 
bridges of Königsberg, drawn as a graph according to the 
classification.

For the simple graph model consisting of vertices, 
(undirected) edges, and no labels, combined with the addi-
tional request for orthogonal placement, the classification 
is in Fig. 16.

UML Class Diagram

The UML is very vague in defining the concrete syntax 
for diagrams. Tool developers are tasked with defining a 

concrete syntax for diagrams and implementing it in soft-
ware tools via layout algorithms.

The UML class diagram in Fig. 1 is used as an example 
with the following concrete syntax:

1.	 Classes should be laid out in a „UML style“: Classes 
should be arranged in such a way that the inheritance 
hierarchy is taken into account. Classes with common 
aggregation and association relations should be placed 
close together.

2.	 Hyperedges are to be used for the inheritance relation-
ships.

3.	 All edges must be routed orthogonally.
4.	 The ports for the inheritance relationship must be 

arranged in such a way that the ports on the base classes 
are placed on the lower outer border and the ports for 
the derived classes are placed on the upper outer border 
of vertices.

5.	 All other ports can be placed freely.
6.	 Ports of aggregation and association relations have 

labels (describing the multiplicities).
7.	 All ports are supposed to be evenly distributed on the 

outer contour of a vertex.

This results in the following characteristics of vertices, 
ports, and edges for the UML diagram in Fig. 1.

Fig. 14   Edge direction classifier

Fig. 15   Layout of the Königsberg bridge problem

Fig. 16   Classifier of the Königsberg graph example
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Vertices: The example UML-class-diagram has only one 
type of vertex (class), and the placement feature is UML 
class.

Ports can be separated into 5 types:

1.	 Ports of the base classes to which the edges for the inher-
itance relation are connected.

2.	 Ports of the derived classes to which the edges for the 
inheritance relation are connected.

3.	 Ports of the owning classes to which edges for the aggre-
gation relation are connected.

4.	 Ports of the not owning classes to which edges for the 
aggregation relation are connected.

5.	 Ports for association relations.

Edges can be separated into 3 types:

1.	 Edges for inheritance relations are orthogonal hyper-
edges.

2.	 Edges for aggregation relations are port-to-port connec-
tions to be routed orthogonally.

3.	 Edges for association relations have the same classifier 
as aggregation relations.

This results in the classification of the concrete syntax in 
Fig. 17 for the UML diagram in Fig. 1.

This classification for a concrete syntax for UML class 
diagrams can be used to develop suitable layout algorithms 
or to reuse or adapt existing algorithms. For example, a static 
automatic layout for this graphical language is provided 
in [75], whereas [38] provide dynamic layout support for 
orthogonally routed hyperedges with layout stability.

Parameter Map of CAD‑Model

The third example is the concrete syntax of a DSL. The 
model in Fig. 18 represents the parametric relationships of 
a 3D-CAD model of a deep drawing tool. The vertices rep-
resent the elements of the CAD model and their hierarchical 
structure. Identical model components are represented by 
a thick connection (e.g., the green connection between the 
occurrences of “punch assembly” in Fig. 18). The central 
vertex of the parameter map represents a specific parametric 
relationship (here a formula) between input variables (top) 
and output variables (bottom) [76].

The concrete syntax of the DSL can be described by the 
classifier in Fig. 19.

All vertices have the default properties of the classifier, 
but three types of ports: one type for the identity relationship 
with fixed positions and two types for the input ports and for 
the output ports (index 3) to connect directed edges between 
parameter vertices and formula.

In accordance with the definition of ports, there are two 
types of edges. The edges that map the identity relationship 
have the default features. The edges between parameter ver-
tices and formula vertices are directed hyperedges that are 
routed orthogonally.

Fig. 17   Classifier of the UML class diagram in Fig. 1
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Layout Algorithm Reuse

The main idea behind the design and development of the 
presented classification scheme was to support layout algo-
rithm reuse. With a classifier describing a new GLML, 
it should be possible to find a matching layout algorithm 
(or multiple layout algorithms) that fulfills (or fulfill) the 
requested feature set.

Classifying layout algorithms as opposed to GLML is 
a different task because implemented layout methods typi-
cally have multiple options and parameters influencing their 
behavior. That means a single layout algorithm covers a wide 
array of different GLML classifiers. Feature diagrams can 
still be adapted to develop a classifier for layout algorithms, 
but this development is not in the scope of this paper.

Matching a GLML to layout algorithms can be done man-
ually. Defining the classifier for a given GLML provides a 
good understanding of the relevant layout features. By exam-
ining the available layout algorithms, it is possible to choose 
the best solution for the GLML. In the best case, an existing 
layout algorithm can be used out-of-the-box or with only 
small adaptations.

In [11] three specific classifiers (structure and routing 
for edges and position for ports) were transferred to cor-
responding classifiers for layout algorithms. Furthermore, a 
mapping operator, which allows mapping between GLML 
and layout methods, was established. The respective classi-
fiers for a GLML from the domain of process modeling of 
body-in-white production and for a fictitious layout method 
presented in [11] as well as a layout algorithm from [9] have 
been constructed. Applying the mapping operator from [11] 
then shows the fit between language and algorithms.

A worthwhile advancement is an automatic matching pro-
cess. The classifiers for GLML and layout algorithms can 
be made machine-readable, e.g., in XML or JSON formats. 
Then it would be possible to enable existing software frame-
works, like Eclipse GMF, to suggest layout algorithms for 
new GLML. Another approach would be the development of 
a “marketplace” for GLML layout, that facilitates the match-
ing by storing classifier information.

Using classifiers to link GLML with layout methods has 
several benefits. The first is a faster and more efficient devel-
opment of software tools implementing on GLML. Devel-
opers and researchers can concentrate their efforts on the 
GLML itself instead of building graph drawing tools. The 
second is obtaining better software tools in general because 
good interaction support and beautiful diagrams rely on 
good layout algorithms. Another benefit is the better propa-
gation of research results. Only layout algorithms that are 
easily searchable and findable can be reused for different 
domains or contexts.

Conclusion and Further Work

The usability of a GLML depends on good layout. Even 
users with limited modeling experience can build, modify, 
and understand complex models when supported by sensi-
ble layout algorithms. Because GLML appear in the form 
of GPML and DSL, they are important artifacts in both 
MBD tools and technical engineering tools. GLML have 
adapted many layout methods for graphs, especially for 
static drawings. Still, developing, reusing, and adapting 
graph drawing algorithms is very costly for tool develop-
ers due to the large variety of structurally different GLML. 
Dynamic layout algorithms are of greater importance than 
static layout algorithms in modeling tools, while their 
development is underrepresented in tool development.

Fig. 18   Parameter map of a parametric 3D-CAD model for deep 
drawing tools [76]

Fig. 19   Classifier of the parameter map in Fig. 18
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The developed classification scheme for the concrete 
syntax offers the possibility to better relate GLML and 
layout methods. It shows a way to the reuse of layout algo-
rithms and intra-language compatibility of GLML. Tool 
development for MDD is made more efficient by applying 
the presented approach. Other possible next steps would 
be to classify existing languages (e.g., GPML) and layout 
methods to facilitate mutual mapping.

The classification scheme can be extended in further 
work. An important aspect is the design of a classifier 
set for layout algorithms [11]. This other side of the coin 

is needed to enable an automatic or assisted matching 
between the language design and layout implementation.

Furthermore, model-to-model transformations between 
different GLML with distinct classifiers are to be investi-
gated. The classification scheme highlights relevant differ-
ences between GLML and supports the design of transfor-
mations in this way. With the help of these model-to-model 
transformations, even more layout methods, namely those 
for another class of GLML, can be reused.

Appendix 1: Vertex Classifier

Appendix 2: Port Classifier

Appendix 3: Edge Classifier
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