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Abstract
This paper builds upon a previously proposed automatic palmprint alignment and classification system. The proposed 
system was geared towards palmprints acquired from either contact or contactless sensors. It was robust to finger location 
and fist shape changes—accurately extracting the palmprints in images without fingers. An extension to this previous work 
includes comparisons of traditional and deep learning models, both with hyperparameter tuning. The proposed methods 
are compared with related verification systems and a detailed evaluation of open-set identification. The best results were 
yielded by a proposed Convolutional Neural Network, based on VGG-16, and outperforming tuned VGG-16 and Xception 
architectures. All deep learning algorithms are provided with augmented data, included in the tuning process, enabling 
significant accuracy gains. Highlights include near-zero and zero EER on IITD-Palmprint verification using one training 
sample and leave-one-out strategy, respectively. Therefore, the proposed palmprint system is practical as it is effective on 
data containing many and few training examples.

Keywords  Deep learning · Image augmentation · Palmprint alignment · Open-set identification · Verification

Introduction

Palmprints are contained within a region of human hands 
and consist of ridges, similar to fingerprints, forming unique 
patterns. Palmprints may contain more useful information 
about humans than fingerprints as the area of the pattern is 
bigger [1, 21, 41]. However, this means that palmprint sen-
sors are consequently bulkier and costlier than fingerprint 
sensors.

Besides the similar ridge features of the fingerprint and 
palmprint, the palmprint also contains principal lines and 
wrinkles. This allows for capturing at lower resolutions 
and greater distances using cheaper sensors or DSLR cam-
eras [1, 30]. This motivated the construction of a robust 
palmprint recognition system in previous work [7], which 
included effective region of interest (ROI) detection for 

both constrained and ‘unconstrained’ palmprint image 
acquisition.

This paper extends that system by utilizing various 
image preprocessing techniques on traditional machine 
learning and adding hyperparameter tuning. The resulting 
best combinations are next compared with deep learning 
approaches—including popular convolutional neural net-
work architectures and one that is empirically determined 
using the hyperparameter tuning library known as Keras-
Tuner [26]. Finally, overfitting is reduced with improved 
generalization in a minimal training data subset.

The document structure is as follows. Section “Related 
Studies” investigates palmprint systems in the literature 
and weighs their strengths and weaknesses. Section “Over-
view of Palmprint Alignment System” explains the pro-
posed palmprint segmentation approach. This is followed 
by Section “Traditional Classification” and “Classification 
using Deep Learning” on traditional and deep learning, 
respectively. Test metrics for verification and identification 
system evaluation are provided in section “Palmprint Iden-
tification Metrics“ and experimental results are analyzed. 
The proposed system is compared fairly to related systems 
that evaluated public datasets . The paper is discussed and 
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concluded in sections “Discussion of Palmprint Recogni-
tion” and“Concluding Remarks”.

Related Studies

A maximum inscribed circle (MIC) contained within the 
palm contains the unique features of palmprints [40]. The 
MIC is tangent to certain keypoints outside the solution. The 
MIC-based method is particularly popular due to its robust 
capturing of both contactless and contact sensor data and is 
thus explored for later adoption.

Figure 1a shows a typical binary thresholded hand image. 
The MIC of the palm can be calculated by locating the larg-
est circle that can fit it. Palmprints can be aligned and sub-
sequently segmented from the background this way without 
fingers, partial hands or other challenging scenarios. How-
ever, combining the MIC with the finger valley keypoints 
can lead to better accuracy, assuming that at least one finger 
valley is within the image.

Zhang [40] performed preprocessing in the form of sil-
houette detection before calculating the MIC.

Silhouette detection proceeded by first locating the 
centre-most white pixel. This initial centre was an anchor 
point for increasing the circle radius while shifting it in four 
directions until black pixels are reached. The MIC result is 
shown in Fig. 1b. State-of-the-art at the time, two studies 
used Zhang [40]’s coordinate system as a foundation for 
improved palmprint segmentation.

Ding and Ruan [13] stated that scale, translation, and 
rotation invariance could be achieved by modifying the 
resulting MIC’s location. They moved the mike towards the 
middle-ring finger valley as depicted in Fig. 1c. Their rea-
soning stemmed from the Zhang [40]’s MIC typically being 
close to the heel of the hand. This region contains redundant 
information. Hence, the remedy is to shift the mic upward to 
obtain a maximum effective circle (MEC).

Choge et al. [10] similarly found the centre of the palm-
print such that the radius can pass through the ring-little and 
index-middle finger valleys.

The additional anchor point was argued to be more robust 
to changes in hand pose from contactless sensors. Another 
change is that the circular ROI, i.e. the MEC, is unwrapped 
as a rectangular ROI with a fixed size.

Both modified approaches do not adapt the circle centre 
or radius when the palmprint’s pose (fist or spread fingers) 
is changed. As such, there is room for more improvement, 
especially on data from contactless sensors. Our proposed 
solution to this is in section “Overview of Palmprint Align-
ment System”.

With respect to deep learning literature, Jalali et al. [18] 
implemented a four-layer Convolutional Neural Network 
(CNN) model. However, no palmprint ROI segmentation 
was performed, and it was trained on the entire hand. This 
yielded similar accuracies as wavelet and subspace-based 
methods involving PCA and LDA. It showed how robust 
CNNs are against shift and distortion and the general lack 
of palmprint alignment. The algorithm was effective on 
the controlled PolyU dataset, as expected. However, it was 
also effective on their own 10-subject 20-sample contact-
less dataset, captured with a digital camera. Testing CNNs 
on larger contactless datasets could thus yield interesting 
results.

Zhao et al. [44] used a two-layer Restricted Boltzmann 
Machine but trained in an unsupervised manner on 32 × 32 
palmprint ROIs.

Minaee and Wang [24] performed palmprint recognition 
using a two-layer deep scattering convolutional network,1 
again demonstrating the effectiveness of CNNs but in super-
vised learning.

Fig. 1   Palmprint segmentation 
using the maximum inscribed 
circle

1  Predefined wavelet transform instead of data-driven filter-based 
training.
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Dian and Dongmei [12] used Alexnet CNN [20] on seg-
mented palmprints from hand images and achieved prom-
ising results. Newer CNN architectures can potentially 
improve those results [11, 32].

Svoboda et  al. [37] trained CNNs on palmprint ROI 
images and observed that loss functions significantly affect 
palmprint verification, especially with the presence of 
impostors.

CNNs are understudied in palmprint recognition. How-
ever, they have been used for auxiliary tasks such as palm-
print ROI extraction instead of relying on image processing 
techniques. Other tasks include using CNNs to distinguish 
the left from the right hand while also relying on keypoints 
extraction for accurately obtaining the palmprint ROI for 
segmentation [3].

While the robustness of CNNs against misalignment and 
distortion in colour object detection, such as ImageNet [20] 
is well known, it can be particularly interesting to deter-
mine whether their feasibility extends to greyscale images 
of palmprints. This kind of data, like the fingerprint and iris, 
contain detailed patterns from images. The greyscale nature 
of the data, coupled with less control during data acquisition 
from a distance, will guide the extension of the automatic 
palmprint alignment and classification system.

Overview of Palmprint Alignment System

This section explains the proposed palmprint segmentation 
solution, based on the improved alignment of Zhang et al. 
[41]’s system. This solution is toward an effective palmprint 
recognition system that can be realized later in this paper. 
The process is visualized in the figures using PolyU image 
data.

Finger-valley keypoints are first used as anchors to lower 
intra-class variation of palmprint classes, especially but not 
limited to contactless sensors. Subsequently, Zhang et al. 
[41]’s MIC method is carried out to obtain an ROI.

It is crucial that keypoints are detected and used reliably 
but adaptively to accommodate a process without guiding 
pegs and possible partials. The keypoints are thus used in 
an alignment procedure that performs affine transformations 
to align test images based on training examples. With this 
robust finger-valley keypoint alignment process, the MIC 
method is instead applied to warped images, using the centre 
valley point as a reference to obtain the final ROI.2

Hand Image Presegmentation

Data acquisition typically involves accepting an unprocessed 
hand image as input. Crude background segmentation is per-
formed using the standard Otsu thresholding algorithm [27] 
after a 15 × 15 Gaussian blur. Silhouette detection follows by 
using contour detection to find the convex hull.3

Contour Detection

A vector of two-dimensional (2D) points is used to store 
the contours that represent the silhouette. Suzuki and Kei-
ichi [36]’s contour detection algorithm is used for this 
purpose. To reduce memory overhead, contours that form 
straight lines are pruned, and only the endpoints are stored. 

Fig. 2   Convex hull of hand in green and red centre used as the initial 
search space  [taken from [7]]

Fig. 3   Wide captured input image

2  The equivalent of the MEC 3  Extreme outer points on each side of the image.
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Furthermore, the convex hull is computed on this 2D vector 
of extremal points.

An approximation of the palm centre is assumed to be 
the convex hull’s centre. This allows segmentation regard-
less of the hand position in the image. The background is 
segmented again using the filled convex hull as a mask, as 
illustrated in Fig. 2. This is used as the initial search space 
for initial MIC detection to reduce the computational time. 
Figures 3 and 4 shows how this can be useful on a different 
dataset (IITD)—particularly, the more off-centre they are 
captured.

Shifting the MIC Effectively

The localization of finger valleys uses the nearest matching 
contour’s y-coordinate with the initial MIC centre’s y-coor-
dinate for initialization. The 2D vector of contour points is 
traversed, and in doing so, the contours that form a u-shape 
are found. These arcs have a maximum distance of 1

8
 of the 

convex hull’s width and include a ± 45 orientation tolerance 
in case of extreme data acquisition cases.

The initial MIC is shifted greedily by a one-pixel incre-
ment towards the middle valley point while varying its size 
again until all three finger valleys are found,4 as shown in 
Fig. 5. A square-shaped ROI is finally obtained by inscrib-
ing the circle with a square shape of r

√
2 length per side, 

where r is the radius.

Feature Extraction

Lighting normalization and feature extraction are applied to 
the square ROI. A popular lighting normalization methods 

is histogram equalization (HE) algorithm [31]. However, a 
unique method that utilizes a modified local binary pattern 
variance algorithm (LBPV) [15] is used.

The original LBPV algorithm characterizes texture into a 
1D LBP histogram. However, sporadic textures are captured 
this way due to (bilinear) interpolation. A sparsely tuned 
LBPV operator is used to circumvent this, which acts as a 
local lighting normalization algorithm. Moreover, the LBPV 
is further modified by subtracting the original image from 
the LBPV processed image. As LBP methods are not utilized 
this way in the literature, HE and contrast limited HE were 
also included in preliminary comparative tests.

Lighting normalization is used to lessen the side effects of 
Laplacian of Gaussian (LoG), Linear Discriminant Analysis 
(LDA) and Principal Component Analysis (PCA) feature 
extraction methods. The LoG filter is less commonly used 
but helps remove high-frequency noise before enhancing the 
rest. Without lighting normalization, an unwanted side effect 
can exacerbate high intra-class variation in poorly aligned 
images [23].

The above methods were all applied as the final step 
before classification. Combining the modified LBPV and 
LoG filter reduced redundant features in image space and 
was especially effective on Eigen and Fisher approaches in 
the original study [7]. The suffix L or LBPVL is added to 
the classifier type to specify the feature extraction pipeline: 
LoG or LBPV followed by LoG, respectively.

Fig. 4   Convex hull on a wide captured image after Otsu

Fig. 5   Square ROI based on three finger valley point MEC  [taken 
from [7]]

4  Thumb-index valley is ignored.
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Traditional Classification

Classification algorithms in image-based biometric systems 
aim to effectively express key extracted features and base a 
decision on them [9]. The dimensionality of texture features 
can be reduced to lower intra-class variation and potentially 
improve inter-class separation and generalization. However, 
the dimensionality of texture-based features is still generally 
high, and therefore, linear multithreaded implementations of 
classifiers are used.

Three image-based biometric classification algorithms are 
named: Eigen, Fisher and LBPH, and are all kNN-based, 
where k = 1 . These methods stem from the classic ‘Eigen-
face’ approach [4]. The fourth classifier is a linear SVM.

The Eigen, Fisher and LBPH classification algorithms 
and the SVM are evaluated on the final feature extracted 
result. Thus, these classifiers are used on the resized and 
postprocessed segmented texture features in all experiments 
for comparison, using a pipeline. Hyperparameters of all the 
classifiers were thus tuned.

The first three methods use the nearest neighbour distance 
to decide on the correct class when no threshold is applied. 
When a threshold is applied and the nearest neighbour dis-
tance falls above this requirement, the input image is rejected 
as an imposter in verification and open-set identification.

The linear SVM is used for its scalability over kernel-
based versions and since it removes more data points that 
do not adhere to the maximum margin without requiring 
substantial parameter tuning [39]. Although the linear SVM 
might operate better for verification as it is a binary class 
problem, multiclass identification problems with imposter 
rejection are made possible through one-versus-rest using 
probability estimates.

This SVM uses a different measure to accept/reject a 
class. A logistic sigmoid is used to convert the determin-
istic decision weights into probability estimates using the 
formula of Platt [28]. Let S+ and S− denote the set of indices 
of positive (negative) polarity support vectors:

Classification Using Deep Learning

A major limitation of the previous work was the lack of deep 
learning algorithms. This extension addressed this problem 
through careful consideration of model choice.

Convolutional Neural Networks in Biometrics

CNNs are a particularly successful deep learning 
algorithm on image analysis [35]. However, they are 

(1)P(y|X) = 1∕
(
1 + exp

(
S+ ∗ f (X) + S−

))

relatively understudied when applied to palmprint biomet-
ric recognition.

Basic CNN architectures consist of three main layers. 
The first layer does convolution operations, where features 
are extracted with a sliding kernel on an image. Features 
of the first few blocks of layers are typically simple edges 
and blobs with contrast, whereas increasingly deeper layers 
are more abstract to humans. The convolved output is thus 
further processed in the second layer using a non-linear acti-
vation function that produces a feature map. The third layer 
performs pooling to reduce the dimensionality of neighbour-
hoods of the feature map with statistical information, e.g. 
mean, ceiling, etc.

The model architecture differs per application, but using 
a particular design is often motivated via practical and hard-
ware limitations.

CNN Architecture Considerations

Two popular CNN architectures were considered: VGG-16 
[32] and Xception [11]. However, they were mainly designed 
for problems such as ImageNet [20], which contains a vast 
number of objects within colour images. The ImageNet 
weights and top layers were thus discarded and trained from 
scratch, as modelling proved ineffective otherwise. There-
fore, a custom architecture is proposed for comparative pur-
poses using VGG-16 as a basis and utilizing Keras-Tuner to 
iteratively determine the optimal number of blocks of layers 
by a hyperparameter search.5 The high-level pruned struc-
ture is the first 2/5 blocks of the VGG-16, and one Fully 
Connected (FC) flattened layer and finally, a softmax clas-
sification layer.

Proposed CNN

Convolutional layers map inputs to output feature maps 
using a 2D filter. Each filter’s weights are updated during 
supervised learning to extract relevant discriminant features 
from the data [43]. The result is input to a softmax activation 
layer for multiclass classification. This result is compared to 
the known labels of validation data, and the validation loss is 
computed to guide how the weights are updated per epoch.

Since the proposed architecture consists of only two 
blocks of layers, FC and softmax classification, it is simply 
visualized as a block diagram (Fig. 6) with layers highlighted 
in bold when referring to them in text. Input size depends on 
the segmented resolution from the palmprint alignment sys-
tem explained in section “Overview of Palmprint Alignment 
System”. It should be noted that Keras-Tuner is used to help 

5  Keras-Tuner was used with for loops based on https://​keras-​team.​
github.​io/​keras-​tuner/​tutor​ials/​subcl​ass-​tuner/.

https://keras-team.github.io/keras-tuner/tutorials/subclass-tuner/
https://keras-team.github.io/keras-tuner/tutorials/subclass-tuner/
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determine the architectural choices with the aim of maxi-
mum validation accuracy. Hyperparameter tuning results 
are provided in section “Hyperparameter Tuning Results” 
for all classifiers.

Image Augmentation and Other Processing

As the three evaluation datasets contain few samples per 
subject, it is crucial to investigate few-sample learning, as is 
the case in real-world biometric systems. A typical method 
to reduce overfitting on image data is to enlarge the training 
dataset [33] artificially. CNNs require many training exam-
ples so that they can extract more features at each layer. 
Image augmentation is a helpful image processing technique 
for generating additional images by applying operations, 
such as random translations, rotations, shear, flips, etc.

Keras uses the ImageDataGenerator function, which 
supports several operations. The proposed approach used 
Keras-Tuner to determine which operations are appropri-
ate during training. The most effective operations were 
determined as rotation, shearing, zooming, and horizontal 
and vertical shifts. Furthermore, nine augmented images 
per original training image were sufficient, e.g. augment-
ing three training images results in a total of 30 training 
images that are used as input. The Resizing layer involves 
bilinear resizing the resolution and is tuned for values from 
16 × 16 to typical ImageNet size of 224 × 224 , in steps of 16 
(fixed aspect ratio). Over and above those augmentations, the 
model is also compiled with a tunable RandomTranslation 
layer, which provides additional variation in training data. 
However, since it is a randomized operation, training loss/
accuracy may appear to be unstable in graphs per epoch, 
shown later in section “Deep Learning Parameters”.

The above operations may prove particularly useful when 
using only a single sample image for training and avoiding 
overly high learning rates. Single sample learning is also 
evaluated during experiments. As such, overfitting and gen-
eralization on ‘untuned’ training data is investigated further 
in Section Experiments.

The Normalization layer refers to the application of scal-
ing to unit variance. This was applied using the Keras Pre-
processing module as the final image processing step before 
using the result as input for the CNN.

Convolution Layer

The input passed through a stack of convolutional (conv1/
conv2) layers, where a very small receptive field6 3 × 3 with 
a 1-pixel stride is used [32].

Non‑linear Layer with Batch Normalization

Krizhevsky et al. [20] explain that modelling a neuron’s 
output f as a function of its input x is with f (x) = tanh(x) or 
f (x) = (1 + e−x)−1 . However, training time is substantially 
slower with those saturating than non-saturating nonlinear-
ity f (x) = max(0, x) . Neurons with the latter nonlinearity are 
known as Rectified Linear Units (ReLUs). The vanishing 
gradient problem is addressed using ReLU activation func-
tion [16] and is used.

The proposed approach first applied Batch Normaliza-
tion followed by ReLU in both blocks as it achieved better 
validation accuracy. However, in the FC layer, the order was 
reversed.

Pooling Layer

Although the role of the convolutional layer is to detect local 
conjunctions of features from the previous layer, the role of 
the pooling layer is to summarize semantically similar fea-
tures in the same kernel map [22]. A Max pooling 2D layer 
replaces n × n neighbourhoods with their highest activation 
result.

In the proposed approach, spatial pooling is carried out 
by a 2 × 2 max-pooling layer, with a 2-pixel stride, as the 
second last layer per block. Additional feature extraction is 
performed in the final layer per block using Dropout.

Dropout

Dropout regularisation randomly sets the output of each hid-
den neuron to zero based on a certain probability (typically 
0.5) [34]. The neurons which are removed do not contribute 
to the forward pass or backpropagation.

The Dropout layer at the end of each block was ini-
tially set to 0.5, similarly to Simonyan and Zisserman [32]. 
However, this was found to reduce the validation accuracy. 
Instead, Keras-Tuner provided different optimal dropout val-
ues per block of layers.

Fig. 6   Proposed CNN Architecture: Starting with the input layer (top 
left) until the first dropout layer at the end of Block 1. This contin-
ues (top right) with Block 2 until ‘dense_1’, the softmax layer (310 
classes)

◂

6  The smallest filter that captures left/right and up/down from a cen-
tre pixel’s perspective.
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Fully Connected

For classification problems involving K ≥ 2 classes, the 
softmax function is popular [14]. At this stage, the flattened 
stack of the FC layer contains 4096 channels before a dense 
layer with 1024 filters. As seen in Fig. 6, an additional Drop-
out layer is added. This made an insignificant difference dur-
ing parameter tuning7 and can thus be discarded. The result 
is used to backpropagate the parameters for training the net-
work using the ADAM optimizer [19]. The softmax function 
is used for multiclass classification with a channel per class.

Experiments

The palmprint segmentation methodology is first evaluated 
on the train and validation set via visual inspection followed 
by empirical means for parameter tuning. Open-set identi-
fication and verification experiments are subsequently con-
ducted on the unseen test of three datasets. Typically, the 
top performer is shown while others are mentioned when 
interesting for conciseness. All tests were run on a AMD 
Ryzen 3950x with Nvidia RTX 2080 Ti. Python: OpenCV 
and Tensorflow (including Keras API and CUDA) were used 
to implement the systems. While verification and closed-set 
metrics are well-known, open-set identification metrics are 
further explained.

Palmprint Identification Metrics

Open-set identification, a “watchlist” task, differs from 
closed-set identification which lacks impostors or assumes 
no attacks. The accuracy measures for open-set identification 
can be summarized as follows [17, 29, 38]: 

1.	 Detection and identification rate (DIR)—percentage of 
correctly predicted class images out of the total class 
images.

2.	 FNIR—or miss rate ( 1 − recall ), is the percentage of 
incorrectly predicted class images out of the total class 
images.

3.	 False-positive identification-error rate (FPIR)—or false 
alarm rate 1 − precision , is the percentage of non-class 
images that are incorrectly detected out of the total non-
class images.

The open-set identification results are visualized in special 
ROC curves that have DIR on the y-axis and FPIR on the 
x-axis. Of note, the DIR on the y-axis takes into account 
both positive identification and impostor detection. FNR 
and FNIR are hence used interchangeably. This also allows 
reporting of EERs for open-set identification—the sum of 
the rates at which classes are misidentified as the wrong 
class and impostors. The accuracy score is shown in tables 
without the F1-score as the datasets have balanced classes.

Alignment Validation

Figure 7a provides a sample image for visual inspection by 
illustrating the middle principal line ending’s coordinate. 
Figure 7c shows that affine transformation warping enables 
the proposed segmentation approach to qualitatively attain 
better results than Ding and Ruan [13]’s approach in Fig. 7b. 
The improved segmentation consistency makes it robust to 
images containing hand pose variations, especially those 
obtained from contactless sensors.

Hyperparameter Tuning Results

Hyperparameter tuning proceeded using Random Search 
with 100 trials on the 5-fold cross-validation (CV) CASIA-
Palmprint right hand dataset using a parallel for loop for 
deep learning models. This was also performed in previous 
work on traditional machine learning classifiers using the 

Fig. 7   Improved palmprint 
alignment when using the 
modified MEC method [taken 
from [7]]

7  Very low probabilities ≤ 0.04 worked best.
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built-in Scikit function, and results are included in the next 
subsection for completeness.

Of note, since the original ImageNet weights of VGG-16 
and Xception were found to be ill-effective during prelimi-
nary testing, their hyperparameters were also tuned but with 
parameters very similar to those used in the original stud-
ies. Logarithmic base-two parameter stepping was used for 
VGG-16 and Xception to save time, while 8-step increments 
were used for the proposed CNN, although within narrower 
ranges.

Traditional Machine Learning Parameters

LoG parameters were determined empirically from kernel 
size 3 × 3 to 19 × 19 , in steps of three. Large Gaussian but 
small Laplacian kernels ( 17 × 7 ) yielded the best accuracies 

Table 1   Best parameters for 5-fold CV on CASIA-Palmprint right 
hand

Classifier Resize Parameter Accuracy

EigenLBPVL 64 × 64 Comp = 200 0.972 ± 0.05

EigenLBPVL 32 × 32 Comp = 150 0.972 ± 0.06

EigenLBPVL 64 × 64 Comp = 250 0.969 ± 0.03

FisherLBPVL 64 × 64 Comp = 250 0.922 ± 0.09

FisherLBPVL 64 × 64 Comp = 200 0.918 ± 0.07

FisherLBPVL 64 × 64 Comp = 150 0.888 ± 0.05

LBPHL 160 × 160 Radius = 4 0.936 ± 0.07

LBPHL 160 × 160 Radius = 6 0.927 ± 0.08

LBPHL 128 × 128 Radius = 8 0.767 ± 0.11

SVMLBPVL 32 × 32 C = 104 0.981 ± 0.03

SVMLBPVL 32 × 32 C = 103 0.977 ± 0.05

SVMLBPVL 32 × 32 C = 102 0.973 ± 0.02

Table 2   Best CNN parameters for 10 repeats on CASIA-Palmprint right hand

Classifier Trans. Resize LR Neurons (B1, B2) Dropout (per block) Accuracy

VGG-16 0.32 224 × 224 10−4 32, 64, 128, 256, 256 0.2, 0.2, 0.4, 0.4, 0.2 0.859 ± 0.09

VGG-16 0.1 128 × 128 50−4 32, 64, 128, 128, 128 0.1, 0.1, 0.2, 0.2, 0.1 0.839 ± 0.12

VGG-16 0.1 128 × 128 10−3 64, 128, 128, 256, 256 0.16, 0.16, 0.32, 0.32, 0.1 0.839 ± 0.14

Xception 0.2 224 × 224 10−4 64, 128, 256, 512, 728 0.32 0.799 ± 0.13

Xception 0.32 224 × 224 10−4 32, 64, 128, 256, 512 0.32 0.799 ± 0.11

Xception 0.04 64 × 64 10−3 16, 32, 64, 128, 256 0.24 0.797 ± 0.09

Proposed CNN 0.2 32 × 32 10−4 32, 64 0.1, 0.2, 0 0.929 ± 0.15

Proposed CNN 0.1 16 × 16 50−4 24, 72 0.1, 0.32, 0.04 0.929 ± 0.11

Proposed CNN 0.04 32 × 32 10−4 24, 64 0.1, 0.2, 0.04 0.927 ± 0.03

Fig. 8   No Augmentation: training loss on one sample

Fig. 9   Augmentation: training loss on one sample
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within that scope [6]. This was similar to well-tuned Gabor 
filters but with substantially less computation overhead.

PCA components were varied with 80% explained vari-
ance in steps of ‘5%’ increments until 99%, and yielded best 
results at 100–250 principal components (simply rounded 
to 50).

LBPV was tuned in steps of 2-pixels. The top-perform-
ing radius and neighbourhood size of (4, 31) were optimal. 
LBPVL performed significantly better than other lighting 
normalization8 methods, and thus other methods are not in 
the top three results. The LoG filter did not alter LBPH’s 
accuracy. Moreover, using 4-pixel radius with six neighbours 
was optimal.

The above results were consistently achieved and were 
part of a bigger processing pipeline of parameters that were 
searched, including bilinear-interpolated resize,9 data scal-
ing,10 and lighting and classifier-feature extractor combina-
tion. The top three results per classifier are shown in Table 1. 
When applying PCA and LDA to SVM, the first 200 com-
ponents were optimal for Eigen and Fisher. The linear SVM 
at C = 104 outperformed all kernel methods due to training 
time and model convergence issues of the latter. However, 
LoG was preferred over PCA/LDA.11 A lower C = 102 was 
used to reduce overfitting.

Using one fixed training sample instead of cross-valida-
tion, LBPH achieved the best closed-set identification result 
by a significant margin. Eigen and SVM scaled better with 
more data, while Fisher yielded the worst results, with more 

data, presumably due to some intra-class variance from the 
varied/low control hand poses.

Deep Learning Parameters

Since 5-fold CV resulted in perfect accuracy, a fixed split 
of one training sample was used and the rest (7) for vali-
dation. This was averaged over ten repeats to account for 
stochastic behaviour. A batch size of 32 was sufficient in all 
experiments. Parameters tuned include random translation 
(Trans.), resize, LR, number of neurons and dropout rate 
per block. Early stopping [8] was applied during the tuning 
process to reduce overfitting and speed up training.

First, the proposed architecture peaked in validation accu-
racy well before the 400 epoch set limit.12 Early stopping 
was thus used to improve generalization on new data and 
other datasets. Furthermore, the datasets have a low num-
ber of images that are not enough for training the various 
weights within the CNN without an aggressive learning 
rate. Overfitting problems are, therefore, expected. Figures 8 
and 9 illustrate non-augmented and augmented validation 
results, respectively.

The results on the best parameters of the proposed CNN 
in Table 2 is shown in Fig. 10. One training sample per class 
was enough to achieve peak accuracy at the 82nd epoch. 
Similarly, 79 epochs were required to reach peak accuracy 
when using three training samples. The significant fluctua-
tions may be attributed to the stochastic behaviour of the 
augmented model, i.e. due to adjusting the random transla-
tion factor during parameter tuning. Early stopping may not 
always yield the ‘best’ epoch on validation data, primar-
ily since a subjective value of 10 epochs was used for the 
maximum allowed ‘bad’ epochs before stopping training. Of 
note, the validation accuracy improvement when increasing 

Fig. 10   Early Stopping: validation accuracy for augmented 1, 3, 5 
training samples at the ‘best’ epoch

Fig. 11   Inference on the left palmprint identification using aug-
mented 1, 3, 5 training samples

8  Pixel Norm, HE and CLAHE variants.
9 16 × 16 to 224 × 224 , in steps of 16.
10  Standard scaler—unit variance normalization, MinMax—0 to 1.
11  This may only be the case when using LBPVL and requires further 
research. 12  Worked out based on time limitations.
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the number of training samples from one to three is highly 
significant, and it will be interesting to see how well it gen-
eralizes on new data during inference. Five training samples 
required the least epochs before early stopping.

It was noted (not shown in the figure) that the valida-
tion accuracy of both VGG-16 and Xception continued to 
(slowly) improve at the set limit. Training times during tun-
ing were infeasible to pursue additional epochs. No augmen-
tation vs augmentation results on IITD and PolyU produced 
the same trends.

Three open-set identification experiments on different 
palmprint datasets were conducted. The classification algo-
rithms used the best parameters identified earlier in this sec-
tion on new data—the left hand’s palmprint as class data 
and the right-hand palmprint as impostor data.

CASIA‑Palmprint Open‑Set Identification

The CASIA-Palmprint database contains 5502 palmprints of 
left and right-hand images, collected from 312 subjects. Fig-
ure 11 shows the zoomed-in ROC curve on the unseen data 
(left hand). While one training sample is noticeably lower, 

the AUC values illustrate that the proposed CNN performs 
exceptionally well with only one training sample. This is 
attributed to data augmentation as, without it, accuracy was 
reduced from 89.4%, 95.3%, 97.1% to 79.1%, 87.3%, 96.0% 
for one, three and five training samples, respectively, using 
the proposed CNN. VGG-16 and Xception were significantly 
outperformed by the proposed CNN on this dataset—12% 
and 11%, on average. Augmentation similarly affected VGG-
16 and Xception, albeit by an insignificantly greater defi-
cit. The corresponding results on the (outperformed) tradi-
tional classifiers obtained in previous work can be found in 
“Appendix”.

The palmprint verification results of Badrinath and Gupta 
[2]’s system compared with the proposed approaches show 
its versatility, as the proposed identification systems were 
effective on the same verification data that the study used. 
Both the left and right palmprints were evaluated for 624 
classes in total. While Table 3 shows that the proposed SVM 
and Badrinath and Gupta’s system both achieve good EERs 
of 1.1% and 1.2%, respectively, CNN approaches are close 
to par, and the proposed CNN approach performs even bet-
ter. Moreover, Dian and Dongmei [12]’s system achieved an 
EER of 0.0803%. However, they used an unknown sampling 
strategy and hand-picked 225 classes, making a direct com-
parison impossible. Svoboda et al. [37] performed two-fold 
cross-validation and achieved a top EER of 1.86%, which 
outperformed VGG-16 (3.35%) and Xception (3.2%), but 
the proposed CNN achieved 1.67%.

Table 3   Comparative performance for palmprint verification on the 
CASIA-Palmprint dataset

Approach EER (%)

Proposed CNN 0.5
VGG-16 1.1
Xception 1.0
SVMLBPVL 1.1
Badrinath and Gupta [2] 1.2

Fig. 12   Inference on the left palmprint identification using aug-
mented 1, 3 training samples

Table 4   Leave-one-out error 
rates for palmprint verification 
on the IITD-Palmprint dataset

Approach EER (%)

Proposed CNN 0
VGG-16 0.16
Xception 0.16
LBPHL 0.23
Morales et al. [25] 0.21
Kumar [21] 1.31

Table 5   Inference on the left palmprint identification using aug-
mented 1 training samples

Approach DIR at 
FPR=FNR=0

Proposed CNN 0.99
VGG-16 0.98
Xception 0.98
SVM (not augmented) 0.96
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IITD‑Palmprint Open‑Set Identification

The IITD-Palmprint dataset contains 2601 images captured 
from the left and right hands of 230 subjects. It was captured 
using a touchless hand sensor with low control and is known 
to be challenging.

Figure 12 shows that near-perfect accuracy is achieved 
using three training samples. Note that differences appear 
larger than they are due to zooming. AUC values illustrate 
that the proposed CNN performs exceptionally well with 
only one training sample. Without augmentation, accuracy 
reduced by about 2% for one or three training samples, 
regardless of the deep learning classifier.

Morales et al. [25] outperformed the IITD dataset authors 
[21] when using a single test sample—n-fold cross-valida-
tion, per 235 subjects. It is expected that more training data 
allows excellent EERs. However, since three training sam-
ples in the previous experiment yielded a near-perfect score 
in identification, it is unsurprising yet encouraging that the 
proposed CNN achieves zero EER in a verification prob-
lem. The proposed LBPH performs similarly with the non-
texture-based system of Morales et al., as shown in Table 4. 
Eigen and SVM also achieved below 1% EER (not shown). 
Moreover, the proposed CNN also outperformed Dian and 
Dongmei [12]’s system, which achieved an EER of 0.1113% 
with an unknown sampling strategy. Svoboda et al. [37] per-
formed two-fold cross-validation and achieved an EER of 
1.64%, which outperformed VGG-16 (1.95%) and Xception 
(1.9%), but the proposed CNN achieved 1.2%.

PolyU Open‑Set Identification

The PolyU database contains a total of 7752 greyscale left 
and right palmprint images from 193 individuals. Deep 
learning classification results on PolyU were impressive, as 
seen in Table 5. One training sample yielded 0.99, 0.97 and 
0.97 accuracy rates on CNN, VGG-16 and Xception, respec-
tively, while the linear SVM yielded 0.96. VGG-16 and 
Xception yielded near-perfect accuracy when using three 
and five training samples, but the proposed CNN achieved 
a perfect score. However, the same was not the case for the 
traditional classifiers. This comparison was arguably not fair 
as the deep learning classifiers achieved those high scores 
with augmentation, not made available to the traditional 
classifiers at the time of testing. Without augmentation, one 
training sample yielded only 0.88, 0.95 and 0.96 accuracy 
rates on the proposed CNN. In other words, augmentations 
enabled up to 11% improvement on this dataset.

Zhang et al. [42]’s palmprint verification performance 
was compared to the proposed systems on 250 classes of the 
PolyU palmprint dataset. The first sample is used for training 
as the data split was unspecified in the study. Six samples 
from session one were used in the test.

Zhang et  al.’s system achieved an excellent EER of 
0.0257%. However, all proposed approaches achieved zero 
error on this relatively trivial verification problem. This was 
expected as a very high identification accuracy was achieved 
on this dataset. Minaee and Wang [24]’s system also 
achieved a perfect score but only when six training samples 
were used. Moreover, their system achieved 99.84% when 
using two training samples, i.e. underperforming compared 
with Zhang et al. and all the proposed systems, highlighting 
the importance of accurate palmprint segmentation. Finally, 
all the proposed approaches also outperformed Dian and 
Dongmei [12]’s system, which achieved an EER of 0.0443% 
using an unknown sampling strategy.

Discussion of Palmprint Recognition

The traditional classification approaches, including the 
kNN-based Eigen, Fisher, LBPH, and the linear SVM, were 
evaluated during previous work and summarized.

LBPH achieved the best DIR on a single sample training 
out of these traditional classifiers but with high FPR. The 
SVM achieved a similar DIR on a single training sample but 
the lowest FPR. When specifically considering challenging 
data, Fisher has poor discrimination against impostors but 
occasionally achieves the best DIR. The SVM does not bene-
fit from additional training samples as much as Eigen, Fisher 
and LBPH. On the other hand, both SVM and Fisher scale 
well with more training data on datasets with low intra-class 
variations—typically controlled and unchallenging. Overall, 
SVM was the best traditional classifier. Kernel-based SVMs 
did not offer an advantage over linear on this type of data. 
Limitations of the traditional classifier evaluation include 
no augmentations applied and the omission of several other 
classifiers, such as random forests and logistic regression 
and more.

Following the previous study, the palmprint recognition 
system was extended to include CNN-based classification. 
The overall results indicate that a smaller designed CNN 
can achieve impressive results on challenging datasets, espe-
cially when combating overfitting in one or low-sampled 
learning. State-of-the-art CNN architectures VGG-16 and 
Xception did not perform effectively, which may be attrib-
uted to a lack of data, inappropriate application, or the type 
of palmprint segmentation approach. Furthermore, addi-
tional epochs may prove beneficial as the validation accuracy 
slowly increased to the set epoch limit. Another reason may 
be due to the very narrow parameter tuning range—unfor-
tunately, time restrictions did not allow for a greater range. 
Despite this, they still outperformed traditional classifiers, 
although not always significantly.

Running inference on the palmprint datasets, in gen-
eral, showed that data augmentation could provide highly 
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significant accuracy gains, especially when only a single 
training sample is available. The ‘standard’ dropout rate of 
0.5 was too aggressive for the three CNNs but particularly 
bad for the proposed CNN. VGG-16 and Xception preferred 
dropout rates in the range of 0.24–0.4 per block. The pro-
posed CNN’s structure was largely based on VGG-16, and 
‘good’ dropout rates were about 0.1 for the first block and 
about double for the second block.13 Including any of the 
remaining three blocks of the original VGG-16 resulted in 
an accuracy drop of 2–9% on CASIA-Palmprint (similarly 
on others). The rest of the architectural choices made when 
constructing the proposed CNN were in line with VGG-16, 
as dropout on the FC layer was found to be unnecessary, and 
Max Pooling was effective.14

Concluding Remarks

A deep learning palmprint recognition system was con-
structed based on a previous robust palmprint segmentation 
algorithm and various techniques that tailored the model 
for palmprint data. Although a lesser studied area, this was 
implemented to show the supervisor discrimination ability 
of CNN classifiers when tuned properly.

The robust segmentation process first removed back-
ground noise. Two additional finger-valleys adjacent to the 
middle finger were validated as more precise than other 
MEC and keypoint approaches. The result was a palmprint 

segmentation algorithm that can work on both contactless 
and contact sensors—allowing for palmprint acquisition in 
unconstrained conditions.

The traditional and deep learning classifier parameters 
were tuned. A CNN architecture was proposed based on 
VGG-16 but was tuned to be effective on greyscale palm-
prints. The traditional classifiers were generally not as effec-
tive as the proposed CNN but achieved similar recognition 
performance as VGG-16 and Xception. This pends further 
investigation since the difference in computational expense 
is substantial. On the other hand, the proposed CNN proved 
extremely effective and outperformed the related studies and 
all the other proposed approaches.

Open-set identification accuracy was the focus, because 
the original palmprint system was constructed for that 
purpose. However, with the positive verification results, 
future work may include a detailed comparison of verifica-
tion datasets with more classes and additional tuning tri-
als and parameters. The applicability of the proposed CNN 
on other image-based biometrics may also be a promising 
investigation.

Appendix

CASIA‑Palmprint Traditional Results

See Figs. 13, 14.

13  The second block preferring double the dropout rate was a consist-
ent trend.
14  Average Pooling was not effective.
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Fig. 13   One training sample: the optimal resolution was 32 × 32 to 64 × 64 , except LBPH which preferred the segmented resolution (about 
200 × 200 ). LBPH yield better DIR, but at poor FPIR values compared with the rest  [taken from [5]]

Fig. 14   Three training samples: significantly highest AUC by Eigen 
when using three training samples. Eigen seems to discriminate 
between real classes and impostors the best. SVM yields higher AUC 

than LBPH and an identical maximum DIR as Eigen. Fisher is the 
worst at discriminating against impostors
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Fig. 15   One training sample: the segmentation resolution for this dataset is approximately 160 × 160 , preferred by LBPH, while the optimal 
resolution remains low for the other classifiers. LBPH significantly outperforms the other proposed methods for one training sample

Fig. 16   Three training ssamples: Eigen and LBPH improve by 10% and 13%, respectively, with the additional two training samples. Moreover, 
LBPH yields better DIR values than Eigen by a 9% followed by SVM, and Fisher continues its poor run

IITD‑Palmprint Traditional Results

See Figs. 15, 16.
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PolyU Palmprint Traditional Results

See Fig. 17.

Since all classifiers achieved a 100% DIR above 30% 
FPIR, DIR results at 0% FPIR and 0% FNIR were evalu-
ated. SVM achieved the best results (98.70%), and it is 
again apparent that LBPH(95.20%) does not scale as well 
as the other classifiers when given more training samples. 
Fisher (97.70%) achieved slightly better accuracy than Eigen 
(97.00%), and this is attributed to less stretch and distortion 
in this dataset, hence lower intra-class variation.
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