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Abstract
The Cassino Beach is a low-lying coast with high inundation susceptibility in southern Brazil. To map this vulnerability, 
a low cost alternative to the increasingly employed fine-scale remote sensing is the employment of a digital camera 
coupled with unmanned aerial vehicle (UAV). However, this was only achieved through the adoption of photogram-
metric principles and computational advances of structure-from-motion (SfM) algorithms. The study objectives were: 
a topographic reconstruction of the Cassino beach; an accurate digital terrain model (DTM) generation from the dense 
cloud classification; and inundation maps based on representative concentration pathway (RCP) scenarios from the 
Intergovernmental Panel on Climate Change using the bathtub approach. The primary input of the inundation model 
was a DTM with spatial resolution of 0.1294 m and an RMSE elevation of 0.0607 m. The high-resolution and vertical 
precision were appropriated to the bathtub approach, with the mapping identifying the exposed areas with the drown-
ing potential correctly connected to the source. The inundation maps revealed that: in the 2046–2065 RCP scenario, 
the urban drowned area has varied between 37 and 41%; in the 2081–2100 RCP scenario, the urban drowned area has 
varied between 51 and 73%; and in the 2100 RCP scenario, the urban drowned area has varied between 54 and 82%. The 
bathtub modeling shows that low-lying coasts are highly susceptible to sea-level rise effects, and the use of UAV-SfM 
technology in the production of topographic data was suitable for the study area.

Keywords Coastal geomorphology · Unmanned aerial vehicle · Coastline benchmark · Climate change · Bathtub 
approach

1 Introduction

High-resolution digital elevation models (DEMs) are widely 
used as primary topographic input for coastal inunda-
tion assessment [1, 2]. In computational hydrological 

modeling, the geomorphometry parameters derived from 
DEMs are essential for drainage network extraction, flow 
identification, streams connectivity, and application of 
various flooding approaches [3–6]. Until recently, access 
to high-resolution DEMs was restricted to costly aerial 
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surveys of light detection and ranging (LiDAR) systems. 
However, the use of unmanned aerial vehicle (UAV) plat-
forms has proven to be a high-performance alternative for 
topographic surveys due to the emerging areas such as 
computing embedded, robotics, and geomatics [7]. The 
rapid advancement in on-board technology has provided 
greater flexibility and reliability for UAV surveys, with lower 
operating costs and agile data acquisition and processing 
[8–11]. These elements have popularized the use of UAV 
platforms in a variety of civil society activities (agriculture, 
architecture, engineering, transportation, risk manage-
ment) and consolidate it as a tool in geosciences [12, 13].

UAVs carrying small-format digital cameras can recon-
struct topographic surveys using the structure-from-
motion (SfM) algorithm [10, 14]. However, for UAV-SfM-
derived DEMs to be technically reliable, the unrestricted 
adoption of photogrammetric principles in flight plan-
ning steps is required; proper calibration of the aircraft 
(especially the inertial unit and navigation system); and 
optimizing camera settings according to the particulars of 
the environment and geomorphology that will be photo-
graphed [12, 15, 16]. As with LiDAR technology, the vertical 
quality of UAV-SfM derived DEMs still depend on the use 
of GNSS-RTK receivers to acquire ground control points 
(GCPs), ensuring centimeter precision in photogrammetric 
bundle block adjustment [9, 16]. The combination of high-
resolution DEMs supported by GNSS-RTK receivers, either 
on ground targets or on-board the platform, has led to a 
significant increase in research addressing accurate sea-
level rise (SLR) impact assessment, especially in low-lying 
coastal areas [5, 17–19].

The SLR is one of the significant challenges of coastal 
management in the coming decades. The twentieth cen-
tury has experienced an increasing temperature variability, 
with significant intensification in the last four decades [20], 
and several models indicate that these rates will increase 
in the twenty-first century due to the effects of global 
warming [21]. The negative balance of ice mass in Green-
land [22] and west Antarctic [23], as well as the linear trend 
of decrease seasonal Arctic sea ice extent detected by sat-
ellite monitoring [24], amplifies the complexity of climate 
modeling because these factors can represent changes 
patterns of ocean and atmospheric circulation. Accord-
ing to IPCC projections, by the end of the twenty-first 
century, most likely around 70% of coastlines will experi-
ence a change in local sea level of approximately 20% of 
the global average, which is much more critical in regions 
with low topography [20, 25] For Nicholls et al. [26], SLR 
due to global warming seems inevitable, but the rates and 
geographic patterns of such changes remain uncertain. 
However, even with the uncertainties inherent in climate 
systems modeling, predictions about SLR are essential 
tools for assessing coastal inundation vulnerability [17, 26].

The bathtub model is a recurring approach for coastal 
inundation assessments [2, 5, 6, 17–19]. Consisting in a 
2D hydrostatic geospatial method that employs DEMs to 
simulate water flows, its structure is strongly dependent 
on the quality of the topographic input data [2, 17]. The 
model is mainly used for potential inundation mapping 
assessment in coastal areas [18]. The bathtub approach 
allows simulating water levels by extracting informa-
tion such as the extent of drowned areas and their water 
height. These maps can assist in the planning of mitigation 
measures in the face of climate change impacts [2]. The 
bathtub approach is especially valid for low-lying coastal 
environments with high susceptibility to positive sea-level 
fluctuations [25].

This paper presents the results of a coastal inundation 
modeling using the UAV-SfM-derived DEM in the south-
ernmost of Brazil. The study area comprises Cassino Beach, 
a low-lying prograded barrier with coastal streams that 
increase the susceptibility of the hinterland urban area to 
inundation [27, 28]. The National Policy on Climate Change 
reports [29] and the Brazilian Panel on Climate Change [30] 
highlight that Brazil’s southern coast is one of the most 
exposed to high-energy events, such as those caused by 
storm surge from extratropical cyclogenesis. The main 
objective was accurate topographic reconstruction using 
digital photogrammetric techniques and SfM processing 
for use in sea-level rise modeling. The bathtub model was 
employed according to the methodology proposed by 
the National Oceanic and Atmospheric Administration 
[31], fully implemented through a geographic informa-
tion system (GIS). The modeled SLR values were based on 
the four representative concentration pathway scenarios 
of the intergovernmental panel on climate change [20], 
covering 36 estimative projections.

2  Materials and methods

2.1  Study area

The UAV survey was conducted in the Cassino Beach, a 
low-lying coastal plain located south of the Patos Lagoon 
inlet, State of Rio Grande do Sul, southernmost Brazil, 
as shown in Fig. 1. The Rio Grande do Sul Coastal Plain 
is a 760-km-long plain established by the lateral coales-
cence of four barrier-lagoon depositional systems [32]. 
The youngest system (Holocene barrier), the geologic 
substrate of the study area, is a progradational strand 
plain developed between 7 and 6 ka with morphogenesis 
associated with Pleistocene and Holocene marine trans-
gression–regression cycles [32, 33]. The sandy barrier 
composes a depositional system in the form of foredune 
ridges, strongly influenced by an abundant sedimentary 
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budget of fine- to very-fine-grained sands, as well as the 
aeolian transport promoted by the action of winds from 
the northeast quadrant [32–33]. The coastal deposition 
result is a sandy terrain of smooth transition between the 
inland alluvial plain and a broad, relatively shallow, low-
sloping continental shelf [35, 36].

The coast of Rio Grande do Sul presents a semidiurnal 
micro-tidal regime, with maximum values not exceeding 
0.5 m [32, 34]. It is an exposed wave-dominated coast, 
where sediment transport is controlled by the action of 
waves from the southern quadrant, with northeast long-
shore drifting [37]. The Cassino Beach morphodynamics 
is predominantly dissipative, with a low-slope and wide 
profile composed of a multi-sandbar system [34, 38, 39]. 
The beach-dune system presents two seasonalities: an ero-
sive profile, associated with the activity of storms origi-
nated from the South Atlantic extratropical cyclogenesis, 
being responsible for the main scarps of the dune base 
and storm surge flooding, acting in the autumn, winter, 
and early spring months [38, 40–43], and another of accre-
tion, with the coastal vegetation germination (Blutaparon 
portulacoides) in the spring and summer months, with the 
formation of ephemeral dune mounds (seasonal cycle) in 
the backshore called embryonic dunes [44].

Even though the Cassino Beach has large foredune 
ridges, with a setback of approximately 200 m, the sec-
tioning of the dunefield by streams (regionally known as 
‘washouts’), and beach access roads facilitate the entry 
of oceanic waters during episodes of the high-level sea 

caused by storms [27, 28]. The washouts drain the waters 
of the coastal plain interior toward the beach system, 
breaching the foredune ridges. As well as the beach profile 
variation, the washouts dynamics have an active seasonal 
component, with flow occurrence and intensification in 
the shore during periods of higher winter precipitation of 
the subtropical climate [27]. Serpa et al. [28] point out that 
the occurrence of washouts increases the susceptibility of 
the coastal plain to storm surges.

The Cassino Beach urban area has approximately 976 
hectares, with over 16,000 inhabitants [45]. The area 
population tends to increase significantly in the summer 
months due to intense tourist activity. Between the 1940s 
and 2000s, the urban area of the Cassino grew about eight-
fold [46], a process that has intensified over the past two 
decades in the range close to the active foredune ridges. 
Considering only the southern portion, Leal Alves [47] 
identified an increase of 80% of the built area between 
the years 2002 and 2012. Lélis [46] also points out that 
most of the dunes that form the urban site were flatten 
during the 1970s. A recovery and management plan that 
began in the 1980s was required to restore the part of the 
foredune ridges, which is a natural protection to minimize 
the effects of storm surges and sea-level rise [48].

2.2  UAV and GNSS data acquisition

A DJI Phantom 4 Pro (PH4P) was used for capturing aerial 
images. This UAV system is composed of a multi-rotor 

Fig. 1  Study area location map
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aircraft (quad) and radio control station (RC). The aircraft 
weighs 1.4 kg and is powered by a four-cell LiPO battery 
with an autonomy of approximately 25 min, varying with 
wind conditions. The remote-sensing payload of the PH4P 
is a 20-megapixel small-format digital camera CMOS/
FC6310 attached to a gimbal (which allows the nadir verti-
cal view) and a stabilizer support that lessened the effects 
of vibrations during the flight. The images are captured 
in JPEG format (RGB compositing), with coordinates from 
an on-board global positioning system receiver (GPS). All 
survey data are stored on a microSD card embedded in 
the aircraft. A smartphone was coupled to the RC station 
to assist the flight operation, which allowed the telem-
etry to be viewed simultaneously to the flight, in addition 
to managing route plans through a specialized mobile 
application.

The aircraft’s navigation sensors and inertial meas-
urement unit (IMU) were calibrated, and camera con-
figurations were adjusted as recommended in detail by 
O’Connor et al. [12]. In order to minimize the effects of 
solar angulation, the mission schedule preferably com-
prised the local window from 10 a.m. to 2 p.m. (UTC-3). 
Since the coastal landscape has mostly silica sands com-
posed of quartz, which gives it a high capacity to reflect 
the sun’s rays, and the chosen time for the survey is close 
to the local solar zenith, the camera’s photosensitive 
(ISO) was adjusted with value 100, with shutter speed 
and aperture optimized with values of 1/800 s and f/6.3, 
respectively. The weather forecast was consulted before 
each aerial survey day, as well as the on-site conditions 
before the flight execution through the Instituto Nacional 
de Meteorologia (INMET) page and ground hand ane-
mometer. Winds with intensity greater than 19.5 kt, high 
cloudiness, precipitation, or intense sea agitation made 
the survey impossible. While high winds and precipitation 
hinder aircraft operation, heavy cloud cover and marine 
fog impair the images taking [7, 8, 16, 49]. All surveys were 
performed with the aircraft within the pilot’s visual line of 
sight (VLOS).

The aerial images were captured through 14 low-alti-
tude flight plans between June and October 2018, form-
ing a bundle of 3155 images covering 424.81 hectares of 
urbanized coast, foredune ridges, shore, and traffic lanes 
adjacent to the sea. On average, 225 waypoints (center 
of perspective and coordinate record) were acquired per 
plane. The flight plans were prepared using the DroneD-
eploy mapping platform based on the following param-
eters: flight height of 100 m; 80% frontal overlap; 60% 
side overlap; gimbal in nadir position; flight line orien-
tation parallel to the coastline (130°–140°); and travel 
speed between 8 and 10 m/s. The flights were carried out 
between late winter and early spring according to the 
viability imposed by the weather conditions, with the five 

Table 1  UAV flight plan settings

Parameter Value/rating

Total flight plans executed 14
Flight height (meters) 100
Flight time interval (local time) 10 a.m. to 2 p.m
Average flight time per plane (minutes) 18
Average wind conditions (knots) 12
Mapping flight speed (meters per second) 8 to 10
Image overlap (frontal/side percentage) 80/60
ISO configuration 100
Shutter speed 1/800 s
Aperture optimized f/6.3
Total images acquired 3155
Average waypoints per flight plan 225

Fig. 2  GNSS-RTK survey. a base antenna; b GCP survey on target; c 
survey of GCP in bike lane; d road culvert coordinate survey
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active coastal strip flight plans (foredune ridges and shore) 
executed on a single survey day in September 2018. The 
completion of each flight plan took an average of 18 min, 
depending on wind conditions (direction and intensity), 
always respecting the 19.5 kt limit for safe operation [50]. 
The UAV flight plan settings are summarized in Table 1.

In parallel to the flight preparations, the photogram-
metric targets were distributed or human-made features 
occupied along the area that would be immediately over-
flight, and the coordinates’ acquisition by real-time kin-
ematic positioning (RTK) is performed in Fig. 2. Ground 
control point (GCP) and check point (CKP) surveys were 
performed using the Leica GS15 GNSS receiver (L1, L2, 
L2C signals) and Pacific Crest T300 external radio operat-
ing in the geodetic mode (PDOP < 4) with RTK position-
ing acquisition. The base antenna was stationed over on 
a survey control with coordinates relative to the Brazilian 
Geodetic System (SGB) network, as shown in Fig. 2a. The 
targets were occupied for 5 min (semikinematic or stop-
and-go) with the rover antenna using a tripod for stabi-
lization, as shown in Fig. 2b and c. The GNSS-RTK survey 

accounted for 68 GCPs for use in bundle block adjustment 
and 42 CKPs for the digital terrain model (DTM) validation. 
Also, coordinates were collected in the streams that in the 
captured images presented obstructions to hydrological 
connectivity, such as small bridges and road culverts, as 
shown in Fig. 2d supporting the hydro-enforcement step. 
All ellipsoidal height coordinates obtained by the surveys 
were adjusted to orthometric heights through the geoid 
heights provided by MAPGEO2015 software, available 
from the Instituto Brasileiro de Geografia e Estatística 
(IBGE).

2.3  UAV‑SfM processing

The images in the JPEG format were processed in Pix4D 
mapper, a photogrammetric application that uses the 
structure-from-motion (SfM) algorithm. According to 
Turner et al. [13], SfM is a computational technique devel-
oped in the 1990s and popularized in the last ten years 
within the digital photogrammetry field. SfM is used 
to reconstruct objects or scenes from a series of high 

Fig. 3  Workflow of UAV-SfM 
and GNSS-RTK data acquisi-
tion, processing, and verifica-
tion steps
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overlapping photographs obtained in different positions 
and orientations due to variation in the acquisition per-
spective [10, 14]. SfM can recognize patterns and textures, 
estimate target position, and calculate block geometry 
using computer vision algorithms [16]. Also, according 
to Turner et al. [13], the SfM application in surveys for 
topographic purposes consists in the automated detec-
tion and processing of homologous points present in the 
surface image set (2D), obtaining a high-density three-
dimensional point cloud (3D), the primary input for the 
construction of DEMs and orthomosaics, for example.

Before processing, all the information about the aircraft 
geolocation and the images georeferencing (geotagging 
via GPS and on-board barometer) were checked by DJI 
Assistant and GeoSetter software. The UAV/GNSS-RTK data 
acquisition hierarchy, processing, and verification steps 
can be viewed with the help of the workflow, as shown in 
Fig. 3. For data processing, a high-performance worksta-
tion was employed. Fine spatial resolution surface mod-
eling requires high computational performance. Even with 
the popularization and consequent cheapness of UAVs, the 
computational cost of image processing for photogram-
metric purposes still requires significant hardware invest-
ment. The processing time for the 3155 images block was 
approximately 30 h, not including in the sum: the insertion 
steps of GCPs and the densified point cloud classification 
for the DTM generation.

The initial step into the Pix4D was to pre-align the 
images in a spatial reference system, where the surface 
was first reconstructed and rendered as a sparse X, Y, 
Z coordinate point cloud. The algorithm extracted and 
identified tie points presented in distinct images, creat-
ing a series of links, followed by optimization that cali-
brated the model from the camera’s internal (obtained 
from the EXIF metadata) and external parameters [14, 
16]. After the alignment and obtaining the sparse points 
cloud, the GCPs were inserted, and the re-optimization 
was performed, thus introducing the three-dimensional 
coordinates from the GNSS-RTK survey, which minimized 

bundle block distortions and provided the highest 
design precision.

The workflow steps consisted of the following prod-
ucts creation: the dense point cloud, generating more 
link points between images for increased data redun-
dancy (median of 54,467 keypoints per image); the digi-
tal surface model (DSM), through the interpolation of 
the point grid densified by the inverse distance weight-
ing (IDW) method; and the true orthomosaic formed in 
RGB composition by the set of adequately orthorecti-
fied images. The last UAV-SfM step in the Pix4D software 
comprised the dense point cloud classification through 
an automated routine according to the corresponding 
surface/target from a sample selection, typifying it as: 
ground (dunes and undergrowths), road surface (shore/
beach, dune flat areas and roads), vegetation (shrub-
bery), buildings, and human-made object (such as walls, 
utility pole and vehicles). Ground and road surface fea-
tures were also interpolated by the IDW method. Other 
generated products composed the project, such as the 
textured 3D mesh and contour lines, which is not cov-
ered in detail here, as they were not employed in the 
bathtub modeling.

2.4  Coastline benchmark determination

The elevation is the most important feature in assessing 
coastal flooding through geospatial modeling [18, 51, 
52], and it is necessary to correlate the altimetric accu-
racy obtained in the topographic data collection with a 
local reference level [1]. The definition and detection of 
a practical reference for the physical land–water bound-
ary are controversial, employing different terminologies 
and methods according to the chosen indicator feature 
and data availability [53]. Coastal flooding modeling usu-
ally adopts a vertical datum based on a tidal series or tidal 
datum [17, 19]. The tidal reference records the amplitude 
of the oscillations, and maximum values are usually used 
as the starting level modeling [6, 17, 18]. However, the 

Fig. 4  Scheme with the 
terminology and reference 
employed for the coastline 
Adapted from [76].
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historical tide series are not always available. Inconsistency 
in a series, multiplicity of local date, or even absence of a 
nearby station could make it impossible to adopt a tidal 
datum [16, 18, 51, 52].

In the case of the study area, the nearest tidal station 
is located within a lagoon system, being controlled by 
different forces of the beach shoreline variation, and its 
use as a proxy is not possible [40]. In the absence of tidal 
data or datum mismatch, the bibliography presents other 
techniques for settle a vertical reference, such as recording 
waterline position or morphology through topographic 
profiles; GNSS-RTK survey and LiDAR; the average posi-
tion of the waterline through video–image orthorectifi-
cation; stretch limit segmentation, erosive escarpment, 
dune crest/base or dry/wet sand tone detection in aerial 
photographs and satellite sensor images. Further informa-
tion on such approaches can be found in Boak and Turner 
[53, 54], Stockdon et al. [55], Pereira et al. [56]; Santos et al. 
[57], Goulart and Calliari [58], Muehe and Klumb-Oliveira 
[59]. The high-resolution topographic data availability ena-
bles the particularization of the coastal micro-relief [60], as 
shown by Stockdon et al. [55] by applying foredune ridge 
identification algorithms with LiDAR data for use in coastal 
flooding models.

We used a multi-criteria set for the detection and geo-
morphometry delimitation of the foredune ridges base 
or ‘front dune foot,’ as shown in Fig. 4. In the study area, 
the base of the foredune ridges is the first prominent 
feature of the subaerial profile, the topography break 
between the beach system (a real ramp for the action of 
the waves, wide and with low slope) and the dune sys-
tem [40, 44]. Such feature is considered more stable and 
suitable for the coastline delimitation, corresponding to 
the interface between the upper limit of the backshore 
with the dune system in sandy beaches [61], commonly 
delimited by high-resolution aerial photographs [53, 54, 
62]. In this sense, the determination of the coastline by 
geomorphometry criteria is more reliable than the usual 
two-dimensional image analysis. The UAV survey on the 

foredune ridges and beach was carried out entirely in the 
erosive seasons of the profile, which for modeling pur-
poses represents the mean reach of marine action toward 
the hinterland.

The benchmark determination step initially consisted 
of the UAS-SfM DTM derivation in two new surface rasters, 
slope and aspect, which made up the inputs of the multi-
criteria expression. The slope can be defined as the angle 
of the local surface inclination in relation to the horizontal 
plane, determining the flow velocity by gravity [63]. For Li 
et al. [64], the slope is a DEM primary derivation, because 
it expresses, besides the gradient itself, the slope direc-
tion called aspect. The aspect is the horizontal angle of the 
surface flow direction driven by gravity, being measured 
clockwise and generally expressed in the azimuthal form 
according to the geographic North [63]. The condition 
intervals were extracted through 200 cross-shore tran-
sects distributed equidistantly (25 m) along the 5 km of 
the coastal strip. Therefore, we determined the occurrence 
range of the backshore-dune system transition identifying 
the geomorphologic natural break. With the delimitation 
of the transition (coastline feature) occurrence range, the 
elevation value for the DTM was extracted. Thus, the inun-
dation modeling benchmark refers, assumed here as the 
“vertical zero” of the inundation model, to the mean eleva-
tion value of the coastline feature.

2.5  Hydrologic enforcement and DTM accuracy 
assessment

The altimetric surveys performed by imaging sensors or 
laser scanning coupled to aerial platforms have as their 
first return surface, the soil itself and any objects on it, 
constituting a DSM [65]. The extensive sample coverage 
provided by aerial platforms coupled with very high-reso-
lution sensors tends to generate very detailed DSMs, creat-
ing a series of artificial obstacles that prevent flow connec-
tivity in hydrological models [4, 66], even with the point 

Fig. 5  Example of applying 
the mosaicking technique for 
hydro-enforcement. a Before 
processing, the road culvert 
surface blocks the water flow. 
b After processing, the open-
ing simulates the water pas-
sage allowed by the culvert
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cloud classification for DTM derivation. In this sense, for 
the reliable representation of the floodplain and eventual 
drainage lines in coastal areas, it is necessary to correct 
the digital surface, removing obstacles and checking the 
naturalness of the water flow by streams that have bridges 
or culverts along their extension, for example [2, 4, 66].

According to Schimid et al. [19] and Poppenga and 
Worstell [66], paludal environments and low-lying coastal 
areas are more susceptible to inaccuracy promoted by 
DSM registers, because the few protruding features could 
result in increases in the elevation values, in contrast to 
the low topographic amplitude naturally associated with 
these landscapes. For Yunus et al. [6], this increase in ele-
vation inherent in DSMs results in smaller extensions in 
flood estimates and maybe a source of underestimation 
in the affected area. Additionally, Poppenga and Worstell 
[66] point out that obstructions in the hydrological flow 
decisively impact the quality of the surface modeling flood 
assessment, as it interferes with the rules of displacement 
between cells/pixels, disfiguring the environment’s real 
connectivity.

Connectivity correction techniques are known as hydro-
enforcement, and the expected result is the approximation 
of the digital surface to its natural hydrological character-
istics, thus reducing the uncertainties associated with 
a false blockage in water flow [4, 66]. For this work, the 
recommendations proposed by Yunus et al. [6] and Pop-
penga and Worstell [66] through the use of hybrid DTM, 

with airborne sensor surveys, added to ground surveys 
were followed. The execution resembles GCP surveys but 
with a posteriori insertion. The GNSS-RTK acquisitions have 
been made in streams that naturally allow ocean waters to 
invade the hinterland in storm surges episodes, but have 
bridges or road culverts. The data were interpolated by the 
IDW method and delimited according to the correspond-
ing stream margins, with the resulting raster overlapping 
to the DTM through mosaicking, as shown in Fig. 5. With 
the hydro-enforcement step finished, thus obtaining the 
definitive fine-resolution DTM, the root-mean-square-
error (RMSE) accuracy assessment, the spatial distribution 
of the discrepancy values, and standard deviation were 
performed.

2.6  Application of the bathtub model using GIS 
software

The bathtub model is a recurrent methodological 
approach for use in coastal flood and inundation assess-
ments [2, 5, 6, 17, 19]. It is a hydrostatic geospatial pro-
posal that uses DEMs for water simulation, with a structure 
strongly dependent on the topographic input data quality 
[2, 5, 6, 19]. Its name refers to the ‘bathtub fill’ process [67], 
generating information on the extent and depth of flood-
ing as water flow fills the morphometric areas of interest 
and can be implemented via GIS [6, 66], which facilitates 

Fig. 6  Workflow of bathtub 
approach in GIS software 
Adapted from  [31]
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integration with other georeferenced information plans 
[5].

For the sea-level rise scenarios simulation, the modified 
bathtub model was applied according to the National Oce-
anic and Atmospheric Administration Office for Coastal 
Management [31] for use in the coastal inundation map-
ping. The method consists of the information plans hierar-
chical processing executed through tools present in ESRI’s 
ArcGIS 10 software, facilitating the information integration, 
statistical derivation, and cartographic composition. The 
methodological steps of the modified bathtub approach 
can be viewed in the workflow, as shown in Fig. 6.

As described above, instead of a maximum tidal datum 
(as the usually applied mean high water—MHW or mean 
higher high water—MHHW), a morphological feature 
was adopted as a benchmark for the current conditions 
surface: the mean elevation value of the foredune ridges 
base, taken as the study area coastline, was extracted from 
the DTM using morphometric criteria (slope and aspect). 
The projected SLR values were taken from the 5th Inter-
governmental Panel on Climate Change or AR5-IPCC 
report [20]. In total, 36 SLR values were simulated, cover-
ing the four representative concentration pathway (RCP) 
scenarios proposed by the AR5-IPCC in the 2046–2065 

ranges (0.17–0.38 m), 2081–2100 (0.26–0.82 m) and 2100 
(0.28–0.98 m).

The simulation assumes that the water body will 
advance overall topographic elevations at or below the 
projected water level as long as there is a direct connec-
tion to the water source or inundated neighboring cells 
[6, 17, 67]. Each of the simulations starts from the current 
coastline plus the predicted SLR value through addition 
by map algebra (raster calculator tool). In the expression, 
it is defined that DTM elevation with height values lower or 
equal to the SLR projection will be drowned. After obtain-
ing the raster surface representing the area affected by 
the SLR, the next step allows the inundated areas region-
alization, according to the topological criteria of hydro-
connectivity. According to Poulter and Halpin [2] and 
Yunus et al. [6], the bathtub approach application resides 
fundamentally in the adjacent displacement of the surface 
hydrological flow, a condition associated with data spatial 
resolution and topological connectivity rules.

An offset rule between cells/pixels is selected accord-
ing to a possible movement pattern. The zero-side type 
is applied in the pure conception of the bathtub, where 
there is no displacement, that is, the single condition rule 
states that the cell is flooded instantly if its elevation is 
equal to or less than the projected dimension. The four-
side and eight-side rules establish paths connecting the 
adjacent cells that go back to the flood source. According 
to Poulter and Halpin [68], the four-side (D4) uses connec-
tions between cells located in the cardinal positions, while 
the eight-side rule (D8) adds to these four diagonal posi-
tions, promoting the evaluation of eight possible ways, 
rule adopted in the present study. In the eight-side rule, 
the eight neighboring pixels are inspected to determine 
the hydrological flow, and it is also possible to determine 
the areas susceptible topographically but not flooded due 
to the disconnection with the ocean source [2, 6]. Deter-
mining the inundation surface according to cell connectiv-
ity makes it feasible to identify the depth of each pixel/cell 
reached, as well as derived information about the drowned 
area from the SLR.

Table 2  Statistical summary of photogrammetric block processing 
parameters

Parameter Value/rating

Area covered 424.81 ha
Geolocated images 3155/3155
Calibrated images 3096/3155
Overlap density  > 5 images
Matching per image 15,606.1
Georeferencing 68 GCPs
Dense cloud  > 476 × 106

Bundle adjustment RMSE [3D] 0.052 m
Projection error [pixels] 0.469
Horizontal accuracy RMSE [east/north] 0.040/0.049 m
DSM and orthomosaic [GSD] 0.0259 m

Fig. 7  Digital terrain model of Cassino Beach using UAV-SfM techniques
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3  Results and discussion

3.1  UAV‑SfM‑based high‑resolution coastal DEM

The UAV survey resulted in 3155 images, of these 3096 
were calibrated correctly (about 98%) in the process of 
alignment and topographic reconstruction of the area of 
interest. The 59 uncalibrated correspond to the images 
obtained over the shoreline. According to Turner et al. [13], 
extremely dynamic features such as the swash zone limit 
the identification of matching points, because there is no 
point acquisition for non-stationary features, essential to 
the processing for the SfM algorithm. This limitation did 
not affect the following step of the methodology, since 
the bathtub model had the coastline as a benchmark, dis-
regarding the beach face. The 80% (front) by 60% (side) 
overlap setting gave an image overlap density higher than 
five images for most of the study area, with the predict-
able exception for the boundary and the swash zone. Each 
calibrated image obtained a median of 15,606.1 matches, 
guaranteeing a reliable reconstruction even of small 
morphologies.

The internal bundle block adjustment was performed 
through 68 GCPs obtained by GNSS-RTK, resulting in a root 
mean square error (RMSE) of 0.052 m. The projection error 
was sub-pixel, with a mean of 0.469. Both results demon-
strate the quality of the images obtained since the targets 
were adequately identified and georeferenced. Each GCP 
was identified on average by seven images, totaling 476 
photographs where targets were identified (placing mark-
ers), excluding targets that were not entirely in the pho-
tograph or those that had a blur effect (< 1% of the total 
images). The dense cloud obtained by the project consists 
of more than 476 × 106 points, with an average density of 
170.4 points/m3. Products derived from dense cloud (DSM 

and orthomosaic) resulted in a ground sample distance 
(GSD) of 0.0259 m, highlighting the high resolution of the 
image output, precisely at the GSD calculated during the 
flight planning step. The statistics of the bundle adjust-
ment processing are summarized in Table 2.

After the dense cloud classification, keeping only the 
surfaces that correspond to the ground, and the execu-
tion of the hydro-enforcement step, the DTM resulted in 
a very-high-resolution raster with a GSD of 0.1294 cm/
pixel, as shown in Fig. 7. The loss of spatial resolution 
between DSM, the primary raster output, and DTM is due 
to a decrease in the point cloud used after classification. 
The evaluation of the DTM vertical accuracy employing 
42 independent checkpoints (CKPs) resulted in an RMSE 
of 0.0607 m. Similar values were found by Ulysal et al. 
[69], Gonçalves and Henriques [8], Woodget et al. [70], 
Chen et al. [71], Elsner et al. [15], and Ravanelli et al. [72] 
using UAV-SfM techniques, although with different flight 
parameters and cover areas. The standard deviation was 
0.0582 m, but the street CKPs’ standard deviation within 
the urban area was higher (0.0543 m) than those posi-
tioned on the dunes and backshore (0.0384 m). The most 
significant discrepancies were identified at the boundary 
of the DTM and in the consolidated urban area (e.g., where 
trees and buildings were present).

According to Gonçalves and Henriques [8] and 
Gašparović et al. [73], the residual error distribution in 
UAV-SfM-based DEMs does not usually follow a normal dis-
tribution due to possible systematic measurement errors. 
This is also demonstrated in the work of Mancini et al. [10]. 
Even with the most appropriate camera calibration and 
use of a tripod for GNSS-RTK acquisition, errors associated 
with shadows projection on the streets add to the errors 
inherent in urban surveys (multi-path signal, for exam-
ple), which are the most likely sources of discrepancies, as 

Fig. 8  a Frequency and distribution of elevation errors; b coefficient of determination  (R2) for elevation between independent check points 
(CKPs) and DTM
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shown in Fig. 8a). Errors associated with changes in light-
ing in different blocks (different survey days), with distinct 
cloud cover and solar angle as pointed out by Nex and 
Remondino [16], are also not ruled out. In this sense, the 
targets positioned over dunes and wide streets obtained 
the lowest error values, increasing the average accuracy 
of the model. Despite these limitations, the coefficient of 
determination between CKPs and DTM showed a robust 
linear adjustment to the vertical coordinate, as shown in 
Fig. 8b). According to Mendez-Barroso et al. [11], the most 
significant residual errors in boundary areas are common 
in the SfM-derived DEMs and can be minimized by widen-
ing the area of interest or distributing more GCPs at the 
edges. To overcome this problem, in the present work, the 
boundaries of the DTM were discarded, reducing the area 
of interest compared to the UAV survey area.

The results demonstrate the importance of using GCPs 
to increase the accuracy of the bundle adjustment. The 
concern with this inaccuracy is justified, because accord-
ing to Poulter and Halpin [2] in many cases the vertical 
error may exceed the increment values promoted by pro-
jections and sea-level rise scenarios. Although the amount 
and form of distribution of GCPs are still widely debated, 
depending heavily on the topography and extent of the 

area of interest, their use is essential in reconstructing 
high-resolution DEMs [9, 16]. However, it is noteworthy 
that no checks were performed on streams with water 
depths greater than 0.50 m—deeper portion of the wash-
outs. According to Turner et al. [13], deep water surfaces 
may be erroneously allocated in the outliers due to the 
spectral characteristics of water absorption and reflection. 
Submerged error behavior information for UAV data due to 
light refraction/absorption at the air–water interface can 
be found in Woodget et al. [70].

3.2  Inundation mapping for sea‑level rise scenarios 
with bathtub approach

For this study, the bathtub model was applied to simulate 
36 projections of sea-level rise proposed by the IPCC [20], 
following the modified approach by NOAA [31]. The pro-
jections are divided into 20-year intervals and an end of 
century according to each representative concentration 
pathway (RCP) scenarios. The result of climate modeling 
is an optimistic scenario (RCP2.6), two intermediate stabi-
lization (RCP4.5 and RCP6.0), and one pessimistic (RCP8.5) 
scenario. Each scenario presents different responses 
according to the energy storage of the terrestrial system. 

Fig. 9  Bathtub modeling for the 2046–2065 range of IPCC sea-level rise projections for Cassino Beach
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The projections have ranges according to the parameters 
variance, with minimum, median, and maximum values. All 
these values were applied to Cassino beach. The median 
intervals of each scenario, sea-level rise values with likely 
ranges between 66 and 100% [20], are expressed in the fol-
lowing maps, as shown in Figs. 9, 10, and 11. Table 3 shows 
the exposed area in hectares for all the projections, as well 
as the percentage of inundation area based on the totality 
of the DTM (total model area) and only for the urban area 
(discarding the dunefield area).

The projections for the first interval, Fig. 9, show the 
high topographic susceptibility of the Cassino Beach, even 
with the smallest sea-level rise values—between 24 and 
30 cm of increase. The extent of drowned areas ranges 
from 25 to 28% for the entire model and from 37 to 41% 
for the urban area only. The results show that the streets 
just at landward from the dune ridge were almost entirely 
flooded, registering average depths between 0.42 (sce-
nario RCP2.6) and 0.47 m (scenario RCP8.5). The flow path-
way is clearly identified as the washouts and man-made 

car access to the beach, which allows marine intrusion to 
reach almost 650 m from the coastline. For the remaining 
part of the dune, the flooding levels were not sufficient 
to transpose the dune crest. Important to note that the 
distal displacement in the streams was only possible due 
to the hydro-enforcement process since there are road 
culverts. Poppenga and Worstell [66] point out that the 
lack of hydrological connectivity in DEM may lead to the 
exclusion of potentially flood-prone inland areas, which is 
critical in assessments associated with coastal dynamics.

The car accesses and the drainage streams facilitate 
marine intrusion into the hinterland as it already happens 
in episodes of storm surges. These morphologies with the 
highest inundation potential for the 2046–2065 range 
are already affected by storm surges. According to Serpa 
et al. [28], the occurrence of washouts increases the sus-
ceptibility of the coastal plain to flood caused by storm 
surges, which is also true for SLR inundation. Goulart [40] 
states that the large-amplitude episodes (2 m above the 
shoreline established for the study) constituted 8% of the 

Fig. 10  Bathtub modeling for the 2081–2100 range of IPCC sea-level rise projections for Cassino Beach
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observations between 2006 and 2010 at Cassino Beach, 
occurring mainly in the winter months. In these episodes, 
streets, adjacent houses, and the foredune ridges were 
impacted. Storm surge events are routine between July, 
August, and September in the study area due to Atlantic 
cyclogenesis and are also responsible for major erosive 
episodes [38, 42, 43].

In a similar time interval, relative sea-level rise projec-
tions for the coast of Brazil were prepared by the Economic 
Commission for Latin America and the Caribbean—ECLAC 
[74], integrating into the modeling geological and oceano-
graphic characteristics of the region. In it, the SLR projec-
tion for Cassino Beach’s surroundings reaches 0.27 m by 
2040, a rate of approximately 2.21 mm/year. This level is 
very close to the IPCC projection for the 2046–2065 range 
and is an intermediate value between the RCP6.0 (stable) 
and RCP8.5 (pessimistic) scenarios. The regional SLR pro-
jection proposed by ECLAC is smaller than the most recent 

NASA [75] global average sea level trend, with an increase 
rate of 3.3 mm/year.

For the last two decades of this century, the SLR varies 
between 40 and 63 cm, as shown in Fig. 10. The scenarios 
expand urban areas impacted by inundation: between 
34 and 49% for the optimistic and pessimistic scenarios, 
respectively, and between 51 and 73% only for the urban 
area. Washouts remain the main flooding pathway of 
flooding for this coastal area. The projection with higher 
levels directly impacts the low topography of the flood-
plains of these drainage streams. In this interval, the water 
intrusion averages 407 m on the hinterland. However, with 
the exception of the RCP8.5 scenario, the other three sce-
narios show a significant expansion of drowned areas but 
with a low water level (≤ 0.50 m).

In the range 2081–2100, it is possible to identify which 
topographic depressions of the drainage streams are 
entirely drowned. Secondarily, the roads and streets of 
the beach become accessible for intrusion, displacing 

Fig. 11  Bathtub modeling for the 2100 of IPCC sea-level rise projections for Cassino Beach
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Table 3  Sea-level rise 
modeling for IPCC projections 
according to time interval and 
RCP scenario

a Total drowned modeling area;
b Urban drowned area (disregarding the dunefield)
c Includes depth of drainage streams and shore

RCP scenarios SLR (m) Exposed area (ha) Modeling 
area%a

Urban area%b Water depth (m)c

IPCC sea-level rise in 2046–2065

2.6

Lower 0.17 69.65 22 33 0.01 to 2.25

Median 0.24 77.61 25 37 0.01 to 2.32

Higher 0.32 92.41 29 43 0.01 to 2.40

4.5

Lower 0.19 71.80 23 34 0.01 to 2.27

Median 0.26 80.64 26 38 0.01 to 2.34

Higher 0.33 94.04 30 44 0.01 to 2.41

6.0

Lower 0.18 70.80 23 33 0.01 to 2.26

Median 0.25 79.11 25 37 0.01 to 2.33

Higher 0.32 92.41 29 43 0.01 to 2.40

8.5

Lower 0.22 74.89 24 35 0.01 to 2.31

Median 0.30 86.87 28 41 0.01 to 2.39

Higher 0.38 103.60 33 49 0.01 to 2.47

IPCC sea-level rise in 2081–2100

2.6

Lower 0.26 80.64 26 38 0.01 to 2.34

Median 0.40 107.50 34 51 0.01 to 2.48

Higher 0.55 139.20 44 66 0.01 to 2.63

4.5

Lower 0.32 92.41 29 43 0.01 to 2.40

Median 0.47 120.89 38 57 0.01 to 2.55

Higher 0.63 155.15 49 73 0.01 to 2.71

6.0

Lower 0.33 94.04 30 44 0.01 to 2.41

Median 0.48 122.63 39 58 0.01 to 2.56

Higher 0.63 155.15 49 73 0.01 to 2.71

8.5

Lower 0.45 117.50 37 55 0.01 to 2.53

Median 0.63 155.15 49 73 0.01 to 2.71

Higher 0.82 188.73 60 89 0.01 to 2.90

IPCC sea-level rise in 2100

2.6

Lower 0.28 84.06 27 40 0.01 to 2.36

Median 0.44 115.78 37 54 0.01 to 2.52

Higher 0.61 151.48 48 71 0.01 to 2.69

4.5

Lower 0.36 99.42 32 47 0.01 to 2.44

Median 0.53 135.17 43 64 0.01 to 2.61

Higher 0.71 170.23 54 80 0.01 to 2.79

6.0

Lower 0.38 103.60 33 49 0.01 to 2.47

Median 0.55 139.20 44 66 0.01 to 2.63

Higher 0.73 173.39 55 82 0.01 to 2.81

8.5

Lower 0.52 131.80 42 62 0.01 to 2.60

Median 0.74 173.72 55 82 0.01 to 2.82

Higher 0.98 210.84 67 99 0.01 to 3.06
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marine water not only distally (as in the previous interval), 
but also longitudinally. Both processes could be mapped 
due to the high resolution of the DTM in association with 
connectivity rules. In this scenario, it also reaches a new 
flood limit, expanding the cuddled area to the NW por-
tion of the study area, which has expanded to 73% of the 
drowned urban area. In this interval, it is also evident the 
swale drowning established to the windward of the fore-
dunes first crest, sectioning them. These areas are likely to 
be the first to erode during the gradual establishment of 
SLR of this magnitude, something that bathtub modeling 
does not predict.

Toward the end of the century, the projections accen-
tuate the water height, with sea-level increase reaching 
74 cm, as shown in Fig. 11. More than half of the model 
area is drowned (55%), and the impact on the urban area 
exceeds 3/4 (83%). Low washout topographies are still 
the most impacted in scenarios RCP2.6, but in other sce-
narios, the connectivity provided by the streets ensures 
the expansion of drowned areas. The low topography of 
the SW areas, only drowned in the RCP8.5 scenario of the 
previous range, is achieved even in the intermediate sce-
narios. The areas located in NW and SW of the study area 
have a complex topography associated with aeolian geo-
morphologies called transgressive dune sheets or TDS [33]. 
The urban area of the Cassino balneary, Querência, and 
ABC has expanded over the TDS, overlapping the dune 
swales. The low topography of these features is more sus-
ceptible to flooding during periods of higher rainfall [47], 
as they are drainage lines that favor water retention in the 
form of wetlands. When hit by the SLR, connectivity tends 
to drown these depressions.

In Fig. 12, it is possible to follow the graphical evo-
lution of the exposed area in each interval. In the first 
interval (2046–2065), the low amplitude of projections 
(< 40 cm) has a more significant effect on the topography 
of drainage streams and adjacent streets. The second 
interval (2081–2100) breaks the previous topographic 

threshold, with peaks of expansion of the exposed area 
by exceeding the 40-cm increment of SLR. In it, the opti-
mistic scenario (RCP4.5) finds new connections to the 
NW area, which are progressively drowned in the inter-
mediate scenarios. A new topographic threshold break 
is reached from the 63-cm increment in the pessimis-
tic scenario (RCP8.5), which reaches the SW portion. By 
the end of the twenty-first century, all scenarios exceed 
the 40-cm threshold, reaching much of the urban area. 
According to Poulter and Halpin [2], the expansion of the 
areas affected by the SLR through the bathtub approach 
is not linear, but abrupt. Upon reaching the most suscep-
tible topographic thresholds, a dike ‘breach’ event occurs 
when a portion of the DEM previously inaccessible to the 
water is abruptly connected to a neighboring flooded 
cell [2].

Determining the most susceptible topography and 
threshold areas can assist in mitigating the effects of not 
only medium- and long-term sea-level rise, but also short-
term storm-related fluctuations. According to Martínez-
Graña et al. [51], coastal areas with a low slope have a high 
potential for seawater displacement toward the hinter-
land, also controlling withdrawal velocity after extreme 
events. In the same vein, Paprotny and Terefenko [67] point 
out that long-lasting storms can flood even larger areas 
and reach higher topographies in gently sloping environ-
ments, especially on exposed coasts. Low-lying coasts with 
morphology associated with depositional systems (such as 
barrier-lagoon) present great difficulty in draining excess 
water, usually presenting secondary scenarios of flood-
ing by damming of marine water, even after days of the 
storm surge event. Importantly, this is not only due to mor-
phological factors, such as the inefficiency of ephemeral 
streams [52], but also due to the dynamics of the water 
table [67]. All the factors listed are part of the study area 
configuration, increasing the need to address the potential 
effects of SLR inundation or storm surge flooding—such as 

Fig. 12  Graph showing the evolution of the exposed area to each 
RCP scenario in the range 2046–2065, 2081–2100, and 2100. The 
graphs show the ‘higher’ and ‘lower’ values of the impacted area 

according to the respective scenario, as well as the ‘median’ values 
(black squares) expressed in the maps of Figs. 8, 9, and 10
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planning urban sprawl, conserving foredune ridges, and 
managing drainage systems, especially washouts.

4  Conclusions

The results demonstrated the accuracy of the UAV-SfM-
derived DTM, with RMSE of 0.0607 m, close to those found 
in studies that applied similar methodology and consider-
ably lower than the SLR levels of the projections, confirm-
ing that the proper configuration of the aircraft and its 
sensors, coupled with rigorous ground control through 
the GNSS-RTK receiver, results in topographic surfaces 
with centimeter precision. Thus, the implementation of 
the connectivity rules was decisive for inundation map-
ping, as it valued the micro-features obtained by the DTM 
with a resolution of 0.1294 m. The absence of a tide gauge 
station was circumvented by using data derived from DEM 
itself, showing a functional alternative based on geodetic 
values. However, a tide gauge series would provide a 
robust reference to the standard maximum levels (MHW 
or MHHW) and the return period of the study area, which 
would increase the sophistication of the projections.

The 36 projections were carried out according to the 
fifth IPCC report, which covers a wide range of flood lev-
els reaching different portions of the study area. It was 
possible to determine a topographic threshold, where SLR 
effects are most significant. This threshold corresponds to 
the increase from 0.40 m above the current coastline and 
will be reached in the last two decades of this century, 
even in the most optimistic scenario. It is essential to high-
light that the areas with the highest flood potential for 
the 2046–2065 interval are already sporadically affected by 
storm surges, but with lower water height. In the analysis 
of SLR scenarios, it was possible to identify that: (1) the 
coastal streams (washouts) and the access roads to the 
beach are the preferred inundation paths since none of the 
projections flooded the foredune ridges; (2) the transgres-
sive dune sheets topography, the geological substrate of 
the urban area, controls the flooding patterns in the hin-
terland, with special susceptibility in depressions formed 
by drainage lines and dune swales.

The bathtub modeling evidenced that low-lying coasts 
are highly susceptible to SLR effects. Coupled with the 
permanent inundation caused by climate change, Cas-
sino Beach is vulnerable to the south quadrant winds, 
which is the source of significant storms. The combined 
action of storm surges and SLR scenarios can magnify the 
flooding effects that already occur. Leading to the expan-
sion of floodplains, wetlands, as well as groundwater rise, 
which can overwhelm sanitation infrastructure. Climate 
change also indicates changes in precipitation patterns 
(frequency and intensity), causing severe conditions of 

composite flooding. Scenarios of this nature will gradu-
ally hinder everyday life and may reach a risky condition. 
It should be noted that the flood simulations of this work 
have scientific objectives, and their results should not be 
adopted singly for decision making, especially for infra-
structure and economic purposes. The mapping identi-
fies the topographically exposed areas with the highest 
drowning potential, but does not incorporate sedimentary 
changes and assumes that current topography will persist 
throughout the century.
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