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Abstract
In this work, we present a two-dimensional finite element analysis (FEA) model that describes fundamental intracellular 
signals of cyclic adenosine monophosphate (cAMP) in a general fashion. The model was subsequently solved numerically 
and the results were displayed in forms of time-course plots of cAMP concentration at a cellular location or color-filled 
contour maps of cAMP signal distribution within the cell at specific time points. Basic intracellular cAMP signaling was 
described in this model so it can be numerically validated by verifying its numerical results against available analyti-
cal solutions and against results obtained from other numerical techniques reported in the literature. This is the first 
important step before the model can be expanded in future work. Model simulations demonstrate that under certain 
conditions, sustained cAMP concentrations can be formed within endothelial cells (ECs), similar to those observed in rat 
pulmonary microvascular ECs. Spatial and temporal cAMP dynamic simulations indicated that the proposed FEA model 
is an effective tool for the study of the kinetics and spatial spread of second messenger signaling and can be expanded 
to simulate second messenger signals in the pulmonary vasculature.

Keywords Second messenger signals · cAMP intracellular signaling · Endothelial cells · Pulmonary vasculature · Finite 
element analysis

1 Introduction

Intracellular signals are responsible for a multitude of cel-
lular functions, and cyclic adenosine monophosphate 
(cAMP) is one of these signals. cAMP is a second messen-
ger that regulates a plethora of cellular functions, includ-
ing cell metabolism, cell proliferation, and cell movement, 
e.g., [1, 2]. cAMP is produced in response to stimulation of 
Gs coupled receptors, which trigger activation of Gs and 
subsequent stimulation of adenylyl cyclase (AC) activity. 
cAMP levels then increase which leads to activation of 
downstream effectors, including protein kinase A (PKA), 
exchange protein activated by cAMP (Epac), and ion chan-
nels. Phosphodiesterases (PDEs) are a family of enzymes 

that degrade cAMP. Pharmaceutical agents that regulate 
cAMP levels, including Gs coupled receptor agonists and 
antagonists, and phosphodiesterase inhibitors, have been 
used to treat diseases such as diabetes, asthma, and car-
diac failure, e.g., [3, 4].

In the last decade it has become apparent that the 
subcellular localization of cAMP is a critical component 
of signaling specificity. Specifically, cAMP synthesized 
at the plasma membrane increases the barrier integrity 
of endothelial cells (ECs), whereas cAMP produced by 
soluble cyclase (sAC) triggers a reduction in endothe-
lial barrier integrity. While we understand a great deal 
about the cAMP pathway, we still do not understand 
well the roles of cAMP signals and how information is 
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encoded within these signals, having only a rudimentary 
understanding of the spatial distributions of cAMP sig-
nals inside a cell [5–7]. A range of numerical approaches 
have been employed to model intracellular signaling of 
second messengers. Finite volume method (FVM) was 
used to develop a system called “Virtual Cell” [8] with the 
goal of modeling cellular structure and function. In [9], 
deterministic mathematical models of the cAMP path-
way were created, however spatial spreads of cAMP sig-
nals were not considered in these models. Additionally, 
a large scale stochastic simulation was used as a way to 
predict cAMP signaling in a variety of cellular environ-
ments [10], and a fourth-order Runge–Kutta numerical 
technique was used to model cAMP signals near the 
plasma membrane of HEK-293 cells [11]. Recently, our 
group used the “Virtual Cell” environment with the goal 
to explore cellular mechanisms contributing to cAMP 
compartmentalization in pulmonary microvascular 
ECs [12]. One of the striking outcomes of this study, the 
results of which have been validated both experimen-
tally and in subsequent computational studies, is that 
the rate of cAMP diffusion within cells is markedly slower 
than would be expected if cytosol had similar properties 
as salt water [6, 13–16].

The objective of this work is to use finite element 
method (FEM) to simulate basic mechanisms of cAMP 
intracellular signaling in a general fashion. FEM is a popu-
larly used engineering technique. It is widely recognized 
as a powerful numerical method for solving challenging 
engineering and mathematical problems. The method 
offers much flexibility in handling problems involving 
complex geometries such as those of  ECs. An important 
mechanism in cAMP intracellular signaling is cAMP dif-
fusion, and FEM has been known as a very effective and 
accurate technique for numerical implementation of diffu-
sion equations. Another advantage of FEM is its ability to 
easily handle mixed formulations arising from multiphysics 
simulations. This FEM feature is particularly important to 
modeling of the cAMP signaling pathway as new cell bio-
logical mechanisms will likely be detected in the future, 
and that could require the use of mixed formulations.

To develop our proposed FEA cAMP signaling model, 
a general governing equation, in the form of a partial dif-
ferential equation, of cAMP synthesis, diffusion, and deg-
radation was first introduced. FEM was then employed 
to discretize this governing equation, using three-node 
triangular elements, into systems of ordinary differential 
equations. By solving these systems of equations using the 
time integration method, dynamic simulations in forms 
of time-course plots of cAMP concentration at different 
cellular locations or color-filled maps of cAMP distribution 
within the cell at different time instants can be obtained.

Note that some previous studies of our group also used 
FEA for modeling cAMP intracellular signaling in a two-
dimensional (2-D) [17] and 3-D geometry [18] of a single 
cell. However, the FEA models developed in those works 
were based on a linear approximation of the Michae-
lis–Menten kinetics of PDE enzymes about the initial 
value of cAMP concentration and thereby, the models are 
accurate only for low levels of cAMP concentration. Con-
versely, the FEA model developed in this work employed 
a quasi-linearization of the Michaelis–Menten equation. 
The technique is based upon a linear approximation about 
the exact level of cAMP concentration at any given time. 
Although the quasi-linearization requires the use of an 
iterative process, it results in an accurate evaluation of PDE 
reactions at any levels of cAMP concentration. Additional 
capabilities were also included in the intracellular cAMP 
signaling FEA model developed in this work. The new 
model can simulate a variety of AC and PDE activities any-
where within the cell, including those in the plasmalem-
mal and perinuclear regions, as well as the time instants 
when these activities are initiated.

The proposed FEA model was based on fundamental 
mechanisms of cAMP intracellular signaling so it can be 
validated using some verifications of its results against 
available analytical solutions and against results obtained 
from the “Virtual Cell” software platform. The validation 
presented in this work is very important for future work 
where other components of cAMP signaling such as activi-
ties of different PDE types can be added to the model.

2  Governing equation

For two-dimensional (2-D) modeling, the equation gov-
erning the synthesis, diffusion and degradation of cAMP 
within cells can be generally described as (see [19, 20])

where C = C(t, x, y) is the concentration of cAMP at time t 
and location defined by the coordinates x and y, EAC is the 
cAMP synthesis function, D is the effective diffusion coef-
ficient, M(C) is the cAMP degradation function based on 
the Michaelis–Menten kinetics, and ts and td are the time 
instants when cAMP synthesis (AC activity) and degrada-
tion (PDE activity) start occurring, respectively. It is reason-
ably assumed that PDE activity does not take place earlier 
than AC activity ( ts ≤ td).

Under the steady-state assumption,

(1)
𝜕C

𝜕t
=

⎧⎪⎨⎪⎩

D∇2C if t < ts
D∇2C + EAC(x, y) if ts ≤ t < td
D∇2C + EAC(x, y) −M(C) if t ≥ td
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where Vmax is the maximum cAMP hydrolysis rate, and KM is 
the Michaelis–Menten constant for cAMP binding to PDE.

As M(C) is a nonlinear function in C, an iterative method 
will need to be employed in the FEA of the model given 
by Eq. (1). The iterative technique adopted in this work is 
based on a quasi-linearization of M(C) about C = C1:

To accurately evaluate Eq. (2) using its quasi-linearization 
(3), at a given time and location, the iteration must be car-
ried out until the difference between the predicted C1 and 
the solution C resulting from solving the third equation of 
system (1) satisfies a chosen convergence criterion.

The possible boundary conditions are

• C is specified;
• Normal derivative (concentration flux) is prescribed 

along a boundary, 

 where n is the normal vector to the boundary and � is a 
constant. For the proposed FEA model, this concentra-
tion flux � can be used to simulate AC activities in the 
plasmalemmal or perinuclear region of a cell.

3  Finite element implementation 
of the governing equation

To use Galerkin approximation, we first discretize the cellu-
lar geometry into a number of elements. For each element, 
we multiply Eq. (1) by the shape functions Ni ( i = 1, 2,… , n , 
where n is the number of nodes of the chosen type of ele-
ment) selected as weighting functions and then integrate 
it over the volume V of the element as follows:

where ∇2 is the Laplacian, and

(2)M(C) =
VmaxC

KM + C

(3)

M(C) = M(C1) +
dM

dC

|||||C=C1
(C − C1)

=
VmaxKM

(KM + C1)
2
C +

VmaxC
2
1

(KM + C1)
2

(4)D
�C

�n
= �

(5)

∫
V

�
𝜕C

𝜕t
− D∇2C

�
Ni dV = 0 if t < ts

∫
V

�
𝜕C

𝜕t
− D∇2C − EAC(x, y)

�
Ni dV = 0 if ts ≤ t < td

∫
V

�
𝜕C

𝜕t
− D∇2C + aC − b

�
Ni dV = 0 if t ≥ td

⎫⎪⎪⎬⎪⎪⎭

By using Gauss’s divergence theorem on the diffusion 
term and the boundary conditions (see, e.g., [21] for more 
details), one obtains the following weak form in 2-D:

 where Sn is the surface of the element over which its con-
centration flux is specified.

In this equation, the concentration C of cAMP is 
interpolated over the element from the nodal values 
c1, c2,… , cn using the shape functions N1,N2,… ,Nn as 
follows:

Thus the time derivative of C and its gradients are given by

Substitution of Eqs. (8), (9) and (10) into Eq. (7) results in,

(6)

a =
VmaxKM

(KM + C1)
2

b = EAC(x, y) −
VmaxC

2
1

(KM + C1)
2

(7)

∫
V

�
𝜕C

𝜕t
Ni + D

�
𝜕C

𝜕x

𝜕Ni

𝜕x
+

𝜕C

𝜕y

𝜕Ni

𝜕y

��
dV = 0 if t < ts

∫
V

�
𝜕C

𝜕t
Ni + D

�
𝜕C

𝜕x

𝜕Ni

𝜕x
+

𝜕C

𝜕y

𝜕Ni

𝜕y

��
dV

= 𝛽 ∫
Sn

NidS + ∫
V

EACNi dV if ts ≤ t < td

∫
V

�
𝜕C

𝜕t
Ni + D

�
𝜕C

𝜕x

𝜕Ni

𝜕x
+

𝜕C

𝜕y

𝜕Ni

𝜕y

�
+ aC Ni

�
dV

= 𝛽 ∫
Sn

Ni dS + ∫
V

b Ni dV if t ≥ td

⎫
⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

(8)C = [N1 N2 ⋯Nn]

⎧⎪⎨⎪⎩

c1
c2
⋮

cn

⎫⎪⎬⎪⎭
= [N]{c}

(9)
𝜕C

𝜕t
= [N1 N2 ⋯Nn]

⎧⎪⎨⎪⎩

ċ1
ċ2
⋮

ċn

⎫⎪⎬⎪⎭
= [N]{ċ}

(10)

�
�C

�x
�C

�y

�
=

�
�N1

�x

�N2

�x
⋯

�Nn

�x
�N1

�y

�N2

�y
⋯

�Nn

�y

�⎧⎪⎨⎪⎩

c1
c2
⋮

cn

⎫⎪⎬⎪⎭
= [B]{c}

(11)

[K1]{ċ} + [K2]{c} = {0} if t < ts
[K1]{ċ} + [K2]{c} = {R1} + {R2s} if ts ≤ t < td

[K1]{ċ} +
�
[K2] + [K3]

�
{c} = {R1} + {R2b} if t ≥ td

⎫⎪⎬⎪⎭
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where

In this work, the three-node triangular element of uniform 
thickness � (see Fig. 1) was selected for a 2-D numerical 
implementation of Eq. (11). The shape function matrix of 
this element is known to be

where � and � are the coordinates of the natural coordinate 
system.

By using these shape functions in Eqs. (12), (13), (15), 
(16), (17) and (18), one gets

(12)[K1] = ∫
V

[N]T[N]dV

(13)[K2] = ∫
V

[B]T[�][B]dV

(14)[�] = D

[
1 0

0 1

]

(15)= a∫
V

[N]T[N]dV

(16){R1} = � ∫
Sn

[N]T dS

(17){R2s} = EAC �
V

[N]T dV if ts ≤ t < td

(18){R2b} = b�
V

[N]T dV if t ≥ td

(19)[N] = [1− �− � � �]

where

In the above equations, (xi , yi) are the nodal coordinates of 
the three-node triangular element under consideration, 
A is the base area of the element, and Lij is the length of 
side i−j.

At this point, the matrices and vectors in Eqs.  (20), 
(21), (23), (24), (25) and (26) for all elements need to be 
expanded to the structure/model size before they can be 
assembled to obtain the global version of the first-order 
differential Eqs. (11).

By using the time integration method [22], the vec-
tor of unknown concentrations {c}i+1 at time ti+1 can be 
found from {c}i at time ti as

(20)[K1] =
A�

12

⎡
⎢⎢⎣

2 1 1

1 2 1

1 1 2

⎤
⎥⎥⎦

(21)[K2] = A�[B]T [�][B]

(22)[B] =
1

2A

[
y2 − y3 y3 − y1 y1 − y2
x3 − x2 x1 − x3 x2 − x1

]

(23)[K3] = a[K1]

(24)

{R1} =

⎧
⎪⎨⎪⎩

��L12∕2[1 1 0]T for flux BCs on side 1−2

��L23∕2[0 1 1]T for flux BCs on side 2−3

��L31∕2[1 0 1]T for flux BCs on side 3−1

(25){R2s} =
A𝜏EAC

3

⎧⎪⎨⎪⎩

1

1

1

⎫⎪⎬⎪⎭
if ts ≤ t < td

(26){R2b} =
A�b

3

⎧⎪⎨⎪⎩

1

1

1

⎫⎪⎬⎪⎭
if t ≥ td

(x  , y  )

1

2

3 (x  , y  )3 3

22(x  , y  )

1 1

Fig. 1  A three-node triangular element
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 where Δt = ti+1 − ti is the time step and system (27) is 
simply a linear system of algebraic equations of the form

If some nodal concentrations are prescribed, these bound-
ary conditions must be applied to Eq.  (28) to obtain a 
reduced system of linear equations that contains the vec-
tor {cr}i+1 of only unknown nodal concentrations at time 
ti+1.

In this work, Galerkin’s implicit method ( � = 2∕3 ) was 
chosen to solve the aforementioned reduced system for 
{cr}i+1 as this method is known to be unconditionally sta-
ble (no restriction on Δt for obtaining a stable solution 
[22]).

For each step time of the time integration method 
described in Eq. (27), as mentioned before, an iterative 
process must be utilized for the quasi-linearization of the 
Michaelis–Menten model. To be specific, the concentration 
solution {c}i from the previous step time ti will be used 
as an initial guess for C1 employed in evaluating [K3] and 
{R2} for calculations at step time ti+1 [(see Eqs. (6), (23) and 

(27)

�
1

Δt
[K1] + 𝛾[K2]

�
{c}i+1 =

�
1

Δt
[K1] − (1 − 𝛾)[K2]

�
{c}i if t < ts�

1

Δt
[K1] + 𝛾[K2]

�
{c}i+1 =

�
1

Δt
[K1] − (1 − 𝛾)[K2]

�
{c}i

+ (1 − 𝛾){R1 + R2s}i + 𝛾{R1 + R2s}i+1 if ts ≤ t < td�
1

Δt
[K1] + 𝛾[K2 + K3]

�
{c}i+1 =

�
1

Δt
[K1] − (1 − 𝛾)[K2 + K3]

�
{c}i

+ (1 − 𝛾){R1 + R2b}i + 𝛾{R1 + R2b}i+1 if t ≥ td

⎫
⎪⎪⎪⎬⎪⎪⎪⎭

(28)[K ]{c}i+1 = {F}i+1

(26)]. The solution {c∗}i+1 resulting from using these [K3] 
and {R2} is expected to be a better guess for C1 and this 
process should be repeated until a chosen convergence 
criteria is met.

4  Validation of the proposed FEA model

The FEA model presented in the previous section was 
implemented using custom MATLAB scripts. To validate 
this model, a number of simulations were run and the 
FEA results were compared with analytical solutions or 
those reported in the literature. To run these simulations, 
we first derived the data for synthesis ( EAC ), diffusion (D), 
and degradation ( Vmax and KM ) from those reported in [12] 
for pulmonary microvascular endothelial cells (PMVECs).

According to [12], D = 0.3 to 300 μm2∕s, KM = 2 μM,

where CAC is the initial AC concentration, and

(29)
EAC = 1200CAC = (1200 min−1)(7.06 nM) = 0.1412 μM/s

Fig. 2  FEA meshes for 2-D models of different cellular geometries a cultured PMVEC; b spherical cell
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where kcat is the cAMP turnover rate and CPDE is the initial 
PDE enzyme concentration.

Unless otherwise specified, the FEA and analytical 
results presented in this section were obtained from using 
the above data and an initial condition of Co = 0.05 μ M (as 
in [12]). In addition, it was assumed that there is no trans-
port of cAMP signals between the nucleus and the cyto-
plasm. Note that the proposed FEA model is general which 
can easily include the transport of cAMP signals as long as 
data for D, Vmax and KM for the nucleus are available. This 
transport could be considered in a future investigation.

Figure 2a, b depicts FEA meshes for 2-D geometric mod-
els of a cultured PMVEC and a spherical cell, respectively. 
The geometries were based on an individual slice of the 
respective cells given in [12]. The annulus-shaped geom-
etry was chosen here for the purpose of validating the pro-
posed FEA model as some analytical solutions are available 
for the diffusion in a hollow cylinder. According to the data 
in [12], the outer and inner radii of the annulus were deter-
mined as Ro = 9.34 μ m and Ri = 5.26 μ m, respectively.

The meshes in Fig. 2a, b were determined from mesh 
convergence tests and constructed by Distmesh [23] (a 
MATLAB program that generates and manipulates unstruc-
tured 2-D and 3-D meshes and was developed by Per-Olof 
Persson). The mesh in Fig. 2a consisted of 241 nodes and 
375 three-node triangular elements while the mesh in 
Fig. 2b contained 138 nodes and 208 elements. Some 
time courses of cAMP signals for the cell model in Fig. 2b 
were given at four distinct cellular locations represented 

(30)
KM = 2 μM

Vmax = kcatCPDE = (100 s−1)(2.95 nM) = 0.295 μM/s

by nodes 67 (at the plasma membrane), 75 (at the perinu-
clear region), and 61 and 62 (in the cytosol).

4.1  Validation against analytical solutions

There is no analytical solution to the governing Eqs. (5). 
However, in some particular cases, analytical solutions are 
available for evaluating cAMP concentrations. In this work, 
we used these particular cases to verify our proposed FEA 
model.

4.1.1  Verification of the implementation of the Michaelis–
Menten equation

If AC and/or PDE activities are uniformly distributed in 
the cytosolic region, and no-flux boundary conditions 
are applied along the plasma membrane and the peri-
nuclear region, the time course of cAMP concentration 
at any cellular location will be the same, resulting in no 
spatial spread of cAMP. In other words, the result C(t) 
is independent of cellular geometries, cellular location 
(x, y) and the effective diffusion coefficient D. This is a 
case of the so-called compartment models and C(t) is 
simply the solution of the following ordinary differential 
equation:

The analytical solution of this equation is given in “Appen-
dix 1” where u = EAC , v = Vmax and w = KM.

(31)
dC

dt
= EAC −

VmaxC

KM + C

0 50 100 150 200
t  (s)

0

0.01

0.02

0.03

0.04

0.05

C
  (
µ

M
) Vmax = 0.295 µM/s

Vmax = 0.059 µM/s

EAC = 0; KM = 2 µΜ

Analytical solutions

FEA

(a)

0 50 100 150 200
t  (s)

0

0.01

0.02

0.03

0.04

0.05

C
  (
µ

M
) KM = 4 µM

KM = 10 µM

EAC = 0; Vmax = 0.295 µM/s

Analytical solutions

FEA

(b)

Fig. 3  FEA vs analytical solutions for the time course of cAMP concentration in response to only PDE activity uniformly distributed in the 
cytosol: a Effect of Vmax ; b Effect of KM
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To verify the accuracy of implementing the Michae-
lis–Menten Eq. (2) in this work which used an iterative pro-
cess with the quasi-linearization (3), a case was considered 
where AC activity was absent ( EAC = 0 ) and PDE activity 
was uniformly distributed in the cytosol from td = 0 . Both 
Fig. 3a, b shows excellent agreements between the FEA 
and analytical solutions (the analytical results were given 
by Eq. (37) in "Appendix 1") for different scenarios of PDE 
activities. Regardless of the cellular geometry (Fig. 2a, b) 
and the diffusion coefficient employed, the FEA results at 
any nodal location were exactly the same which confirms 
a case of compartment models as mentioned above. As 
expected, an increase of Vmax will result in a quicker drop 
of cAMP concentration (Fig. 3a), while an increase of KM 
will result in a slower drop of cAMP concentration (Fig. 3b).

Of particular interest is a biological significance 
drawn from the results shown in Fig. 3a, b: the behavior 
of cAMP signals will be the same for the same ratio of 
Vmax∕KM (compare the curve for Vmax = 0.059 μM/s and 
KM = 2 μ M in Fig.  3a and the curve for Vmax = 0.295 μ

M/s and KM = 10 μ M in Fig. 3b, and note that these two 
curves have the same ratio Vmax∕KM = 0.0295).

4.1.2  Verification of the implementation of cAMP synthesis

In this section, we first verified the implementation of 
cAMP synthesis by considering the case where there was 
no PDE activity ( Vmax = 0 ) while AC activity was uniformly 
taken place in the cytosol from ts = 0 , and no-flux bound-
ary conditions were prescribed at the plasma membrane 
and in the perinuclear region. As mentioned above, this 

is a compartment model where the time courses of cAMP 
concentration are independent of the diffusion coefficient 
D, cellular geometries and locations, and are given by Eq. 
(38) in “Appendix 1”.

A comparison between the FEA and analytical solu-
tions for three values of EAC = 0.10, 0.1412 and 0.16 μM/s 
are shown in Fig. 4a where a very excellent agreement can 
be seen.

Next, we included a uniform PDE activity ( Vmax = 0.295 μ

M/s, KM = 2 μ M) in the cytosol from td = 0 and again, both 
the FEA and analytical results (the analytical results were 
obtained by using Eq. (35) in “Appendix 1”) perfectly agree 
with each other as depicted in Fig. 4b. The figure also 
reveals that PDE activity resulted in steady-state concen-
trations of cAMP signals.

4.1.3  Verification of the implementation of cAMP diffusion

Two simulations were carried out to verify the imple-
mentation of cAMP diffusion in the proposed FEA model. 
These simulations employed a diffusion of D = 30 μm2 /s 
for the annular cell geometry in Fig. 2b which was under 
the assumption of no AC and PDE activity in the cytosol 
( EAC = 0 and Vmax = 0).

In the first simulation, we applied a concentration 
C = 3 μ M along the cell membrane and C = 1 μ M along 
the periphery of the nucleus. The FEA results for the time 
courses of cAMP concentration at two cellular locations 
within the cytosol (nodes 61 and 62, see Fig. 2b) were 
favorably compared against analytical results as shown in 
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b AC and PDE activities uniformly distributed in the cytosol
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Fig. 5a. Note that the analytical solution [24] was derived 
for the diffusion in a hollow cylinder under concentration 
boundary conditions and was summarized in Sect. (a) in 
“Appendix 2”.

In the second simulation, we applied a positive flux � 
along the plasma membrane and a zero flux in the peri-
nuclear region to simulate an AC activity uniformly distrib-
uted at the cell membrane.

As in [12], here � was determined under the assumption 
that the total AC activity produced by AC in the subplas-
malemmal region remained the same as AC throughout 
the cytosolic region. According to this assumption,

where EAC = 0.1412 μM/s, Ac and Sp are the area of the 
cytosolic region and circumference of the plasma mem-
brane of the annular cell geometry shown in Fig. 2b.

Thus,

Figure 5b shows the FEA vs analytical results for the time 
courses of cAMP signals at node 67 (on the plasma mem-
brane), nodes 61 and 62 (within the cytosol) and node 75 
(at the perinuclear region). The FEA results, once again, 
agreed very well with the analytical ones obtained from 
the solution developed for heat conduction in an annulus 
under flux boundary conditions and given in Sect. (b) in 
“Appendix 2”.

(32)EACAc = �Sp

(33)� =
EACAc

Sp
=

EAC�
(
R2
o
− R2

i

)
2�Ro

= 0.4503 μM ⋅ μm/s

4.2  Validation against other numerical solutions

In Sect. 4.1, no verification of the proposed FEA model was 
presented for cases where AC and PDE activities, together 
with the spatial spread of cAMP signals simultaneously 
contribute to cAMP signaling outcomes. The reason was 
that, to our best knowledge, no analytical solution, even 
for simple cellular geometry, is currently available for such 
verification.

To verify the implementation of all three components 
(cAMP synthesis, diffusion and degradation) of the pro-
posed FEA model, we chose to rerun two simulations 
reported in [12] for the spherical cell geometry. For both 
simulations, AC activity was uniformly distributed along 
the plasma membrane and PDE activity was uniformly 
distributed throughout the cytosol. The only difference 
between the two simulations was the value of diffusion 
coefficient used ( D = 3 μm2 /s and 0.3 μm2/s). Note that the 
simulations in [12] were run using the finite volume solver 
available within the Virtual Cell environment [8] to solve a 
set of differential equations similar to (but not as general 
as) (Eq. 1).

Due to axisymmetry, the two problems involving the 
spherical cell geometry mentioned above can actually be 
solved using 2-D models. As a result, the FEA simulations 
herein were run on the annular cell geometry (a cross 
section of the spherical cell geometry) shown in Fig. 2b. 
As depicted in Fig. 6a, b, there is a very good agreement 
between our FEA results and the finite volume ones 
provided by Virtual Cell. Some noticeable discrepancy 
occurs along the plasma membrane (represented by 
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Fig. 5  FEA vs analytical solutions for the time courses of cAMP 
concentration at different cellular locations in response to diffu-
sion coefficient D = 30 μm2 /s and different boundary conditions: 

a C = 3 μ M at the plasma membrane and C = 1 μ M at the perinu-
clear region; b � = 0.4503 μM⋅μm/s at the plasma membrane and 
� = 0 at the perinuclear region
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node 67, see Fig. 2b) for the case of D = 0.3 μm2/s. How-
ever, no perfect agreement between the two solutions 
should be expected here as they were run on two differ-
ent numerical methods (FVM vs FEM) and two different 
dimensions (3-D vs 2-D).

4.3  FEA simulations on the 2‑D cultured PMVEC 
geometry

Finite element implementation of the governing Eq. 
(1) was successfully verified in Sects. 4.1 and 4.2. FEM 
is known as a powerful numerical technique for han-
dling complex geometries governed by partial differ-
ential equations such as Eq.  (1). Two FEA simulations 
in this section were run on the complex 2-D cultured 
PMVEC geometry shown in Fig. 2a. The objective herein 
is to demonstrate the potential performance of the pro-
posed FEA model and its capability of simulating gen-
eral situations of cAMP signaling that could be seen in 
experiments.

4.3.1  Uniform AC and PDE activities

In this simulation, AC activity was assumed to be uni-
formly generated on the plasma membrane via a posi-
tive flux � = 0.6826 μM⋅μm/s determined by Eq.  (32) 
where Ac = 478.422 μm2 and Sp = 51.066 μ m are the 
area of the cytosolic region and circumference of the 
plasma membrane of the cultured PMVEC geometry. PDE 

activity was uniformly taken place throughout the cytosol 
( Vmax = 0.295 μM/s, KM = 2 μM). Both AC and PDE activities 
started at ts = td = 0 , and D = 6 μm2 /s was employed for 
this simulation. A low diffusion coefficient was purposely 
chosen herein so the spatial spread of cAMP signals from 
the plasmalemmal to perinuclear regions can be clearly 
seen from an animation of the FEA results (see Fig. 7).

The FEA simulation was run using a final analysis time 
tf = 300 s and a time step Δt = 2.5 s. Figure 7 shows the 
resulting spatial distribution of cAMP signals at six differ-
ent time instants, namely, t = 5, 10, 15, 20, 40 and 100 s. No 
additional figure of cAMP distribution beyond t = 100 s is 
shown as the distribution almost reached its steady state 
100 s following the activation of AC and PDE. At time t = 5 s 
(Fig. 7a), cAMP concentration can be seen to start increas-
ing along the plasma membrane. Substantial cAMP gradi-
ents kept increasing up to around t = 40 s (see Fig. 7b–e) 
when a large amount of cAMP signals could be seen mov-
ing toward the perinuclear region. At a later time ( t > 100 s, 
for example), as increasing cAMP concentrations led to 
stronger PDE reactions, a steady-state cAMP spatial distri-
bution was quickly approached for this case. As expected 
and clearly shown in Fig. 7f, higher cAMP concentration 
can be seen in thinner regions of cytoplasm.

A combination of a color-filled contour map of the 
steady-state cAMP distribution (Fig. 8a) and a time-course 
plot of cAMP concentrations at three typical cellular loca-
tions (Fig. 8b) provides additional information about cAMP 
signaling for this simulation. It can be observed from 
Fig. 8a that, at the steady state of cAMP spatial distribution, 
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Fig. 7  Spatial distribution of cellular cAMP concentration at different time instants. AC activity was uniformly activated along the plasma 
membrane, PDE activity was uniformly distributed throughout the cytosol, and D = 6 μm2/s
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the highest concentration occurred at the plasma mem-
brane where cAMP synthesis was activated, the lowest 
concentration took place in the perinuclear region and a 
medium concentration occurred within the cytosol. For 
this simulation, the three locations mentioned above were 
represented by nodes 21, 107 and 211, respectively (see 
Fig. 8a). The time-course plots for the concentration at 
these three nodes were depicted in Fig. 8b where their 
steady states were reached after about 100s following the 
AC and PDE activation.

4.3.2  Localized AC and PDE activities

In the last simulation, in addition to uniform AC activity 
along the plasma membrane and uniform PDE activities 
throughout the cytosol, two localized AC sources were 
assumed to also take place on the plasma membrane and 
a localized PDE source was assumed to occur in the cyto-
sol. Two localized AC sources were located within side 1–2 
(a plasmalemmal segment bound by nodes 1 and 2) and 
side 39–40 (see Fig. 10a), and the localized PDE source was 
inside element 20 defined by nodes 212, 217 and 223. The 
total AC and PDE activities were kept the same as those 
given by Eqs. (29) and (30).

It was assumed that 55%, 20% and 25% of the total AC 
activity took place from time td = 0, 20 s and 40 s along the 
plasma membrane, on side 1–2 and on side 39–40, respec-
tively. These three AC activities corresponded to three flux 

values, namely � = 0.3754, 9.7719, 13.6614 μM⋅μm/s which 
were found by using Eq. (32) together with the area of the 
cytosolic region, the circumference of the plasma mem-
brane and the lengths of sides 1–2 and 39–40 from the 
PMVEC geometry in Fig. 2a.

It was also assumed that 75% and 25% of the total 
PDE activity were uniformly distributed throughout the 
cytosol and enacted at a location within element 20 from 
time td = 0 and 30 s, respectively. Using the areas of the 
cytosolic region and element 20, these two PDE activities 
resulted in two respective values of Vmax = 0.2213 and 
26.5790 μM/s.

The FEA simulation was run using the usual diffusion 
coefficient D = 30 μm2/s, a final analysis time tf = 300 s 
and a time step Δt = 1 s. A smaller time step needed to be 
employed here so the FEA can accurately capture several 
abrupt changes in the slope of the time-course plots due 
to the sudden activation of AC and PDE activities at differ-
ent time instants.

Figure  9 shows six color-filled contour plots of 
the spatial distribution of cAMP signals at times 
t = 10, 25, 35, 45, 60 and 100 s. No additional figure of cAMP 
distribution beyond t = 100 s was needed as cAMP signals 
at this point almost reached their steady-state values. At 
time t = 25 s (Fig. 9b), cAMP concentration can be seen to 
start increasing on side 1–2 where the first localized AC 
source was activated at ts = 20 s. At the same time, lower 
amount of cAMP signals were also shown around the 

Fig. 9  Spatial distribution of cellular cAMP concentration at different time instants. AC activity was locally activated at the plasma mem-
brane, PDE activity was locally activated in the cytosol
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plasma membrane due to the uniform AC activity in that 
region. At time t = 35 s (Fig. 9c), a larger amount of cAMP 
signals was clearly seen around side 1–2 while the lowest 
amount of cAMP signals can be found at the location of 
element 20 where the localized PDE source was initiated 
at td = 30 s. After the activation of the second localized AC 
source along side 39–40 at time ts = 40 s, Fig. 9d shows 
some increase of cAMP concentration in that area. The 
effect of two localized AC activities in the plasmalemmal 
region is clearly shown from the two red zones in Fig. 9e 
while the effect of the localized PDE activity in the cytosol 
can be seen from the green zone around element 20 in 
Fig. 9f.

Figure 10 depicts a side-by-side display of a color-filled 
contour plot of steady-state cellular cAMP signals and a 
time-course plot for cAMP signals at three distinct cellular 
locations: nodes 1, 40 and 212 at the locations of the first 
and second localized AC sources, and the localized PDE 
source, respectively.

As expected, there were some changes in the slope of 
the curves in Fig. 10b due to the effects of the localized AC 
and PDE activities that set off at different times. There was 
a quick increase in cAMP concentration at node 1 at time 
t = 20 s (Node-1 curve) due to the start of the first local-
ized AC activity on side 1–2. The triggering of the localized 
PDE activity in element 20 resulted in an abrupt drop in 
cAMP concentration at nodes 212 and the nearby node 40 
at time t = 30 s (see Node-40 and Node-212 curves). The 
activation of the second localized AC on side 39–40 caused 

a sudden growth of cAMP signals at nodes 40 and nearby 
212 at time t = 40 s. Finally, although more percentage of 
the total AC activity occurred on side 39–40 (25%) than 
side 1–2 (20%), the presence of a nearby localized PDE 
source resulted in a lower value of the steady-state con-
centration at node 40 ( 2.30 μ M) then at node 1 ( 2.55 μM).

5  Conclusion

In this work, a fundamental yet general 2-D FEA model for 
intracellular cAMP signaling was introduced. The model 
is able to simulate a variety of AC and PDE activities at 
different start time points. These activities can uniformly 
take place over the entire cytosol, plasma membrane or 
perinuclear region, or just over parts of these regions 
(localized activities), or a combination of these two forms. 
Numerical results produced by the model for a number of 
cAMP signaling cases including those under compartmen-
tal scenarios and those in a simple (annular) cell geom-
etry were found to either excellently agree with available 
analytical solutions or agree very well with the numeri-
cal results obtained from the “Virtual Cell” environment. 
Overall, model simulations demonstrated that under cer-
tain conditions, sustained cAMP gradients can be formed 
within  ECs, similar to those observed in rat  PMVECs [25].

The proposed FEA model offers an effective tool for 
the study of second messenger signaling within the 
pulmonary vasculature. It is expected to compliment or 
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supplement experimental studies on intracellular cAMP 
signaling. While the data used to constrain this model were 
obtained from  PMVECs, the model is applicable to a vari-
ety of cell types.

The results demonstrate that the finite element model 
is well suited to describe the spatial spread and kinetics 
of intracellular cAMP signals. The technique developed in 
Sect. 3 has the ability to expand the scale of this model 
from isolated cells to 2-D cellular arrays where the spatial 
spread of cAMP signals between cells via gap junctions can 
be simulated, and, eventually, to 3-D descriptions of cAMP 
signals within the pulmonary vasculature. Note that the 
steady-state enzyme kinetic Eq. (2) was derived under the 
assumption that the enzyme (PDE) concentration is well 
below the substrate (cAMP) concentration. Our previous 
work suggests that for many cellular systems this assump-
tion is valid. For example, in PMVECs the concentration 
of PDE was experimentally estimated to be around 3 nM, 
which is substantially lower than free cAMP concentrations 
under baseline conditions [12]. However, there are nota-
ble exceptions in which PDE activity in a localized region 
of the cell may be higher than substrate concentration, 
including rod outer segments, olfactory cilia, and dendritic 
spines. For situations where the above assumption does 
not hold, the quadratic velocity (Morrison) equation [26] 
should be employed instead of the Michaelis–Menten 
kinetics. The validation of the proposed basic model is the 
first important step before this model can be expanded 
in a future work to include other PDE enzyme kinetics 
(such as the Morrison equation), to describe cAMP spread 
through organoid cultures of even tissues, and to describe 
a variety of G protein mediated signaling networks.
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Appendix 1

The solution of the following initial value problem:

where u, v, w and q are constants, is given by

(34)
dC

dt
= u −

vC

w + C
; C(0) = q

where W() is the Lambert W function, and

If u = 0 , the solution reduces to

If v = 0 , the solution is simply given by

Appendix 2

The diffusion in a hollow cylinder is governed by the fol-
lowing partial differential equation:

where D is the diffusion coefficient, and a and b are the 
inner and outer radii of the cylinder.

(a) Concentration boundary conditions

The solution of Eq. (39) under these boundary and initial 
conditions is given by [24]

where

(35)C(t) =
w
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exp(U)
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− t
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[ q
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(37)C(t) = wW
( q
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1
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(38)C(t) = ut + q
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; a ≤ r ≤ b

(40)C(a, t) = Ca

(41)C(b, t) = Cb

(42)C(r, 0) = Co ; a ≤ r ≤ b

(43)C(r, t) =
Ca ln(b∕r) + Cb ln(r∕a)

ln(b∕a) + �

[
CoX (t) − Y(t)

]

(44)X(t) =

∞∑
n=1

Vn(t)

Jo(a�n) + Jo(b�n)
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In the above equations, �n ’s are the positive roots of 
Uo(a�n) = 0 , and Jo and Yo are Bessel functions of the first 
and second kind of order zero, respectively.

(b) Flux boundary conditions

For these boundary and initial conditions, the solution of 
Eq. (39) can be found as [27],

where

In these equations, J1 and Y1 are Bessel functions of the first 
and second kind of order one, respectively, and �n ’s are the 
positive roots of

(45)Y(t) =

∞∑
n=1

[
CbJo(a�n) − CaJo(b�n)

]
Vn(t)

J2
o
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2
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