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Abstract
The occlusion in traffic scenarios have posed great challenges in vehicle tracking. Establishing effective and robust vehicle 
tracking algorithms under occlusion conditions is a necessary issue for many traffic applications. This paper presents a 
novel approach of vehicle tracking by fusing the prior information of Kalman filter. The prior information of Kalman filter 
is used for background update, precise morphological operation and occlusion judgment. The fusion of observation and 
prior information is adopted to segment vehicles under occlusion. It effectively improves the robustness of the vehicle 
tracking algorithm in the case of occlusion. A novel vehicle description method is proposed to express vehicle shape 
more accurately and thus reduces the misjudgement of occlusion. Experiments show that the proposed algorithm can 
accurately track vehicles even under occlusion.
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1  Introduction

Video surveillance equipment has been widely applied to 
urban traffic especially for key sections and intersections 
because of low hardware demand, cheaper and cheaper 
cost, installing and maintaining easily, etc. Detection and 
tracking of vehicles through video monitoring equipment 
has being become a fundamental research issues. How-
ever, video-based vehicle detection and tracking is less 
robust under certain conditions and circumstances, such 
as susceptibility to occlusion, illumination changing, bad 
weather, and night. Vehicle occlusion in urban traffic sce-
narios is very common, so it is a fairly challenging task to 
effectively detecting and tracking vehicles under occlusion 
conditions.

In the literature, target tracking algorithms under occlu-
sion conditions are mainly divided into five categories, [1]: 
(1) center weighted regions matching [2, 3], (2) subblock 
matching [4–9], (3) trajectory prediction [2, 4, 6, 8, 10], (4) 
Bayesian theory [4, 10, 11], (5) multiple algorithm fusion 

[2–11]. Wang et al. [2] use the Mean-Shift algorithm for 
vehicle tracking in the absence of occlusion; when occlu-
sion occurs, the GM(1,1) model based on historical vehicle 
position information is used to predict the vehicle position 
at the next moment. However, they do not utilize the cur-
rent detection value. The algorithm uses the Bhattachar-
yya coefficient to determine whether the occlusion occurs 
or not, but it greatly increases the computation. In [3], the 
target block in the tracking window is divided into some 
sub-blocks whose confidence will be evaluated. When 
the occlusion occurs, the Mean-Shift tracking algorithm 
is performed for each sub-block, and the sub-block with 
the highest confidence is used as the final position of the 
target. The confidence of each sub-block is decided by the 
Bhattacharyya coefficient and background discrimination. 
In [4], SIFT features of the target are extracted when the 
target is occluded, and feature template matching is con-
ducted in the next frame to locate the vehicle position. 
Liang et al. [5] divide the target into several partial image 
blocks and weight each local image block. If a partial 
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image block is occluded, the corresponding weight is 
small, thereby reducing the appearance change of the 
target due to occlusion. However, the proposed algorithm 
has poor real-time performance, and the tracking effect is 
poor when multiple factors change simultaneously. Gha-
semi et al. [6] adopt two methods to solve the occlusion 
problem, (1) match the target foreground with the vehicle 
template and locate the vehicle accurately, if the similarity 
is greater than a threshold; (2) use Kalman filter to predict 
vehicle position, if the similarity is less than this threshold. 
Wu et al. [7] propose the RDHOGPF feature to solve the 
problem of partial occlusion of vehicles. Krieger et al. [8] 
propose the DRIFT feature to solve the problem of partial 
occlusion of vehicles and for the case of complete occlu-
sion they use kalman filter to predict vehicle position. Qing 
et al. [9] use the taillights to adjust the bounding box so as 
to accurately locate the position of the vehicle. However, 
this algorithm is easy to be affected by the background 
and has poor stability when vehicles have a same color. 
Qin et al. [10] use particle filter to predict the vehicle posi-
tion and use the predicted position as the input of KCF 
algorithm, so as to solve the vehicle tracking problem in 
the case of occlusion. Aeschliman et al. [11] use historical 
images to replace the target regions of the current frame 
with the background image of the corresponding regions 
by maximizing the post estimation probability of the tar-
get, so as to establish a more accurate background model 
and improve the vehicle tracking effect under occlusion. 
When occlusion occurs, many works [12–15] use geomet-
ric methods to find the concave points in the occlusion 
region, so as to divide the block containing several vehi-
cles. These methods take a large amount of calculation and 
requires excessive dilation operation. It is easy to combine 
the originally unconnected vehicles into a block, resulting 
in extra occlusion.

Based on the existing literature, this paper proposes a 
vehicle tracking method fusing the prior information of 
Kalman filter, and improves vehicle tracking effect in the 
aspects of background update, morphological opera-
tion, occlusion judgment and vehicle description. As 
the accurate and real-time background model update is 
closely related to the vehicle tracking effect, this paper 
takes the image regions outside the target in each 
frame image as the background regions to carry out 
the background update in real time or at intervals, so 
as to obtain a real-time and more accurate background 
image. Using the prediction value of the vehicles of the 
Kalman filter, accurate morphological operation is car-
ried out on the binary image, and the occlusion caused 
by the morphological operation is effectively avoided. 
Due to different occlusion causes and results, occlusion 
problems are divided into two categories in this paper: 
(1) occlusion between vehicles; (2) occlusion between 

a vehicle and a roadside obstruction. The first category 
of occlusion is the merging of vehicles as a block. For 
the first category of occlusion, the segmentation opera-
tion is adopted. The second category of occlusion shows 
that the vehicle is divided into several blocks by a road-
side obstruction. For the second category of occlusion, 
merging operation is adopted. This paper identifies 
occlusion by fusing the prior information of Kalman 
filter. The judgment condition of the first category of 
occlusion is that a detection value contains several pre-
diction values. The judgment condition of the second 
category of occlusion is that a prediction value contains 
several detection values. Different from previous litera-
tures, this paper fuses the prediction value and detec-
tion value of the current frame in the segmentation 
operation, instead of only using the prediction value, 
so as to get a more accurate estimation of vehicle posi-
tion. In the proposed algorithm, a novel vehicle descrip-
tion method is adopted. In the literature, the minimum 
external rectangle parallel to the coordinate axis is used 
to describe the vehicle (as shown in Fig. 9). This descrip-
tion cannot accurately express the target region, so it is 
difficult to judge whether the occlusion occurs through 
the rectangular box, and it is unable to conduct accu-
rate image manipulation. For this reason, the minimum 
external rectangle is adopted for vehicle description (as 
shown in Fig. 10), which makes the description of vehi-
cle form (such as shape and direction) more accurate.

1.1 � Fusion algorithm under occlusion conditions

The proposed fusion algorithm includes two parts: vehicle 
detection and vehicle tracking. The algorithm process is 
shown in Fig. 1.

In order to solve the problems in existing vehicle detec-
tion algorithms based on background difference method, 
this paper proposes corresponding improvements in two 
aspects. The first is to reduce the possibility of occlusion. 
The second is to solve the problem of the failure of track-
ing under occlusion.

1.2 � Vehicle detection

In high-point video, when the two cars are close to each 
other or have occlusions, the morphological operation 
often process them into a connected block. By fusing 
prior information of Kalman filter of vehicle moving, the 
occurrence of this situation can be effectively reduced or 
even avoided, thereby improving the accuracy of vehicle 
detection and reducing tracking loss rate.

Due to fusing the prior information, the whole vehi-
cle detection algorithm is divided into two parts: global 



Vol.:(0123456789)

SN Applied Sciences (2019) 1:822 | https://doi.org/10.1007/s42452-019-0852-2	 Research Article

operation and local operation, as shown in Fig. 2. The 
global operations are for initialization and the local opera-
tions are to reduce the occurrence of occlusion.

1.3 � Global operations

The purpose of the global operation is to preprocess the 
image and remove noise as much as possible without 
expanding the vehicle region.

First, it is necessary to create a background image. The 
accuracy of the background image has direct effect in 
detecting vehicles. Considering the continuity of a video, 
the background image changes continuously. Therefore, in 
the initialization process, several consecutive video images 
are used to cut and splice a real background image. The 
positions and the sizes of vehicles can be obtained by 
vehicle detection in the current frame. At this point, the 
regions outside the vehicle are taken as new background 
image to update the corresponding regions of the original 
background image (as shown in Fig. 3).

Second, background difference method is used for 
video images (as shown in Fig. 4), and binarization is per-
formed (as shown in Fig. 5).

Finally, a morphology opening operation is performed 
on the whole image (as shown in Fig. 6). The all structure 
elements of morphology operation in this paper are rec-
tangles of 3 × 3.

The above operations can remove the noise and make 
the vehicle regions highlighted. However, large holes may 
exist in vehicle regions, which is not conducive to vehi-
cle contour detection. If the whole image continues to 
be dilated, the noise point will be expanded into a noise 
block, which will cause great interference to the detec-
tion, and excessive dilation operations will make origi-
nally separated vehicles be connected, which will lead to 
false rejection and false detection. Therefore, the priori 
information of Kalman filter is fused to process the vehicle 
regions more precisely.

The computational complexity of global operations is 
wg × hg × tg . Here, wg is the width of the whole image, hg is 
the height of the whole image, and tg is the times of mor-
phological operations. Note that other operations, such as 
binaryzation, are also spend time. But they are not time-
consuming bottlenecks. In computational complexity, we 
are only talking about time bottlenecks in the algorithm, 
specifically, morphological operations.

1.4 � Local operations

When processing the current t-th frame image, the estima-
tion values of Kalman filter and state transfer equations of 
the (t − 1)-th frame image are used to obtain the predicted 
values of the t-th frame image (the predicted positions of 
the vehicles in the t-th frame image). The predicted values 
are considered as the prior information of Kalman filter. On 
this basis, through further image processing operations on 
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the vehicle regions, more accurate positioning of vehicles 
can be achieved.

Taking a vehicle detected as an example, the first step is 
to determine whether there are other vehicles around the 
vehicle and whether the vehicle is regard as a background 
(BG for short) vehicle whose color is close to the back-
ground’s. Different morphological operations are used in 

different cases (as shown in Table 1). The numbers in the 
table indicate the times of corresponding morphological 
operations. Taking the case of “Cars nearby, not BG car” as 
an example, two erosion operations and one dilation oper-
ation are performed on the vehicle regions orderly. Local 
morphological operations can not only reduce the occur-
rence of occlusion, but also effectively solve the problem 
of false rejection of background vehicles.

The binarization image has only two colors: black and 
white. The black indicates background and the white 
indicates foreground. In order to further eliminate vehicle 
occlusion, prior information is used to process the vehi-
cles exactly. Suppose that the current t-th frame image 
is being processed. The vehicle positions are unknown 
before contour detection. But the prediction values in 
(t − 1)-th frame image can be used to replace the unknown 
vehicle positions in t-th frame image. With this knowedge 
(prior information of Kalman filter), we can judge whether 
a vehicles is near another one. If there are other vehicles 
near a vehicle, take the boundary line of the vehicle near 
other vehicles (as shown in Fig. 7) as the dividing line of 
the two vehicles. The red line in Fig. 7, which belongs to 
the prediction value, is the boundary of the target car and 
the nearby car.

The image after local processing is shown in Fig. 8. At 
this point, the prior information is fully utilized to fur-
ther process the vehicle regions, and the dividing line is 
effectively used to separate different vehicles. These two 
steps greatly reduce the impact of vehicle occlusion. Then 
the general contour detection algorithm can be used to 
extract the positions and the scales of the vehicles.

The computational complexity of local operations is ∑n

i=1
wi × hi × ti . Here, wi is the width of the i-th vehicle in 

Fig. 3   Background image 
update

(a)The green rectangles of the vehicle regions. (b)The background image.

Fig. 4   Background difference image

Fig. 5   Binarization image

Fig. 6   Global morphology opening operation

Table 1   Morphological operation in different cases

Cars 
nearby, BG 
car

Cars nearby, 
not BG car

No cars 
nearby, BG 
car

No cars 
nearby, not 
BG car

Erode 0 2 0 0
Dilate 2 1 4 2
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the current frame image, hi is the height of the i-th vehicle 
in the current frame image, ti is the times of morphologi-
cal operations of the i-th vehicle, and n is the numbers of 
vehicles in the current frame image.

1.5 � Vehicle description method

In previous studies, the minimum external rectangle 
parallel to the coordinate axis is usually used for vehicle 
description (as shown in Fig. 9). The description method 
is expressed as the following rectangle:

Here, (x, y) indicates the upper-left coordinates of the 
rectangle; (width, height) indicates the width and the 
height of the rect. Although this description method can 
accurately describe the vehicle position, it cannot accu-
rately describe the scale and the direction of the vehicle, so 
it cannot accurately determine whether occlusion occurs. 
In Fig. 9, for example, there is no occlusion between the 
two vehicles, but their detection values (green rectangu-
lar) overlap.

(1)rect = {x, y, width, height}

This imprecise description method is not conducive to 
the subsequent operations of the algorithm. In order to 
describe the scale and the direction of the vehicle more 
accurately, we propose a novel vehicle description, which 
is the minimum external rectangle of the vehicle (as shown 
in Fig. 10). The description is expressed as the following 
rectangle:

Here (x, y) indicates the coordinates of the center of 
box. (width, height) indicates the width and the height of 
the box, where when the horizontal axis rotates counter-
clockwise around the origin of coordinates, the edge of 
the box first parallel to the horizontal axis is the width of 
the box. θ indicates the angle between the horizontal axis 
and the width of the box (acute angle). Figure 11 accounts 
for these parameters in details.

(2)box = {x, y, width, height, θ}
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Fig. 7   A schematic diagram of the boundary of cars

Fig. 8   Local morphological operation

Fig. 9   The minimum external rectangle parallel to the coordinate 
axis

Fig. 10   The minimum external rectangle
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Fig. 11   The diagram of box
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1.6 � Operations of segmentation and merging

There are two common cases of occlusion in vehicle detec-
tion: (1) occlusion between vehicles; (2) occlusion between 
a vehicle and a roadside obstruction. These two cases cor-
respond to the segmentation and the merging operations 
respectively.

In the first case, when there is occlusion between 
vehicles (that is, one vehicle is too close to another, 
resulting in the two vehicles connected), it is shown in 
the binary image that multiple vehicles are connected 
together, resulting in only one target detected (as shown 
in Figs. 12, 13). This case occurs when a detection value 
contains multiple prediction values (as shown in Fig. 14). 
It is assumed that the detection value is accurate when the 
vehicle enters the monitoring range. It means one detec-
tion value accurately includes one vehicle. When the first 
case occurs, several prediction values should be used to 
divide the detection value into several detection values 
by using the prediction values, so that only one vehicle 
is included in each detection value. Then the problem of 
occlusion between vehicles can be solved. The segmenta-
tion method is to delete the wrong detection value and 
regard the prediction values as the new detection values.

In the second case, when the vehicle is occluded by a 
roadside obstruction (such as power poles, trees, etc.), it 
is shown in the binary image that the vehicle is divided 

into several parts by the obstruction, resulting in multiple 
targets detected (as shown in Figs. 15, 16). This case occurs 
when a prediction value contains multiple detection val-
ues (as shown in Fig. 17). When the second case occurs, the 
prediction value should be used to combine several detec-
tion values into one detection value, so that the detection 
value can completely contain a vehicle. Then the problem 
of occlusion between a vehicle and a roadside obstruction 
can be solved. The merging method is to delete the wrong 
detection values and regard the prediction value as the 
new detection value.

Fig. 12   The binary image of the occlusion occurring between vehi-
cles

Fig. 13   The video image of the occlusion occurring between vehi-
cles

Prediction 
Value

Detection 
Value

a detection value contains multiple 
prediction values

Segment the 
detection value

Y

Not this case

N

Fig. 14   Segmentation operation flow chart

Fig. 15   The binary image of a vehicle occluded by a roadside 
obstruction

Fig. 16   The video image of a vehicle occluded by a roadside 
obstruction
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1.7 � Adaptive adjustment of Kalman filter 
parameters

Consider a linear model of vehicle moving whose state trans-
fer equation is:

The measurement equation is:

Here, x = (px , py , vx , vy)
T ∈ ℝ

4 indicates the true vehicle 
position (groundtruth, px and py indicate the true coordi-
nate of x-axis and y-axis respectively, vx and vy indicate the 
true velocity of x-axis and y-axis respectively). x+ ∈ ℝ

4 indi-
cates the groundtruth of the next time. y = (p̃x , p̃y)

T ∈ ℝ
2 

indicates the detected vehicle position in the video (detec-
tion, p̃x and p̃y indicate the detected coordinate of x-axis 
and y-axis respectively). A ∈ ℝ

4×4 indicates state transition 
matrix, B ∈ ℝ

4×4 indicates process noise coupling matrix, 
and C ∈ ℝ

2×4 indicates measurement matrix. w ∈ ℝ
4 

expresses process noise with w ∼ N(0,Q) , and v ∈ ℝ
2 is 

measurement noise with v ∼ N(0, R) . Q ∈ ℝ
4×4 indicates 

process noise covariance matrix, and R ∈ ℝ
2×2 indicates 

measurement noise covariance matrix.
In the model (3) and (4), A ∈ ℝ

4×4 , B ∈ ℝ
4×4 and C ∈ ℝ

2×4 
are decided by the system and always definite. Q ∈ ℝ

4×4 and 
R ∈ ℝ

2×2 cannot be obtained directly, so they are always set 
definite values which can make better effect of experiments. 
In our experiments, the matrices have the following forms

(3)x+ = Ax + Bw

(4)y = Cx + v

A =

⎡⎢⎢⎢⎣

1 0 1 0

0 1 0 1

0 0 1 0

0 0 0 1

⎤⎥⎥⎥⎦
, B =

⎡⎢⎢⎢⎣

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

⎤⎥⎥⎥⎦
,C =

�
1 0 0 0

0 1 0 0

�

Q = diag(10−7, 10−7, 10−7, 10−7), R = diag(10−4, 10−4).

The model of Kalman filter consists of two parts. The first 
part is the time update equation:

The second part is the measurement update equation:

Here, x̄ ∈ ℝ
4 indicates prior state estimation of current 

time t , x̂ ∈ ℝ
4 indicates posterior state estimation of time t, 

P̄ ∈ ℝ
4×4 indicates prior estimation error covariance matrix, 

P ∈ ℝ
n×n indicates posterior estimation error covariance 

matrix, and K ∈ ℝ
n×p indicates Kalman filter gain matrix. In 

addition, the superscript − indicates prior estimate and ∧ 
indicates posterior estimate. Superscript + indicates one step 
forward operator (the next time), and subscript 0 indicates 
the initial value, i.e., x0=(p0x , p

0
y
, 0, 0)T (px

0 and py
0 indicate the 

position of a vehicle first detected), P0 = diag(1, 1, 1, 1).
The evolution process of Kalman filter is shown in Fig. 18.
In the model of Kalman filter, the process noise covari-

ance Q reflects the degree of trust in the prediction value. 
The smaller Q, the higher degree of trust in the prediction 
value. The measurement noise covariance matrix R reflects 
the degree of trust in the measurement value. The smaller R, 
the higher degree of trust in the measurement value.

To reduce the influence of detection value error, adaptive 
adjustment of noise covariance matrix is used. When occlu-
sion occurs, the algorithm considers that the reliability of 
the detection value is low. So R should be increased and Q 
should be decreased. Therefore, the influence of detection 
value error on the estimation value is reduced (Fig. 19).

2 � Experimental results

This paper selects the high-point video of the intersection 
of Jinye Road and Zhangbaqi Road in Xi’an as experimen-
tal video data (as shown in Fig. 20), which includes a large 
number of occlusions of all two cases. The experimental 
video has a scale of 1920*1080 and a frame rate of 25.

(5)
x̄+ = Ax̂ , x̂(0) = x0
P̄+ = APAT + BQBT , P(0) = P0

(6)

x̂ = x̄ + K (y − Cx̄)

K = P̄CT (CP̄CT + R)−1

P = (I − KC)P̄

Detection 
Value

Prediction 
Value

a prediction value contains multiple 
detection values

Merge these 
detection 

values

Y

Not this case

N

Fig. 17   Merging operation flow chart

Fig. 18   Evolution of Kalman filter
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Figure 21 shows the processed results of part video 
sequence. The columns 1 to 3 indicate the processed 
results of frames 584, 690 and 1030 in different stages. 
Line 1 indicates the background difference image; Line 2 
indicates the binary image; Line 3 indicates the image of 
global morphology operation; Line 4 indicates the image 
of local morphology operation. Line 5 indicates the detec-
tion result. Line 6 indicates the tracking result. In the frame 
584, several vehicles are clustered in a small area that is 
prone to occlusion between vehicles. From lines 1–4 of the 
images in the first column, it can be seen that the contours 
of the vehicles are more and more clear and the bounda-
ries between the vehicles are more and more obvious after 
the processing of the algorithm. In the frames 690 and 
1030, the vehicle is divided into two parts by a roadside 
obstruction. After the merging operation, the final track-
ing result is still one target.

To test the generalization ability of the proposed algo-
rithm, we also test the algorithm at another intersection 
which is shown at Fig. 22. The order of the images is left 
to right, top to bottom. The first is the result of detec-
tion. The second is the background difference image. 

The third is the binary image. The fourth is the image of 
global morphology operation. The fifth is the image of 
local morphology operation.

The vehicle trajectories extracted by the algorithm 
in this paper are compared with that of manual cali-
bration to verify the effectiveness of the algorithm. To 
objectively describe the performance of the algorithm, 
coverage rate is defined to describe the accuracy of the 
vehicle trajectories. If the overlap rate of corresponding 
vehicle bounding box between the tracked vehicle tra-
jectory and the manually calibrated vehicle trajectory 
is greater than 90% (taking the tracked vehicle trajec-
tory as the benchmark), the sample point is considered 
successful in tracking, and otherwise the tracking fails. 
The coverage rate of each trajectory is the ratio of the 
number of sample points tracked successfully to the 
total number of sample points. Figure  23 shows the 
coverage rates of 20 vehicle trajectories whose average 
coverage rate is 95%. The blue circle represents the pro-
posed method, the red star represents the traditional 
background difference method (BDM for short) and the 
green diamond represents the result of YOLO v3 which 
uses deep neural networks. For the proposed method, 
the tracking effect of most vehicles is satisfactory, but a 
small number of vehicles are lost due to the long time 
of continuous false rejection in the tracking process. For 
the BDM, most vehicles’ tracking effect is terrible. The 
reason is that occlusion occurs frequently in the sce-
nario and the BDM lacks of the operations in the case 
of occlusion. So the trajectories are always incomplete 
when using the BDM. And another reason is the mini-
mum external rectangle parallel to the coordinate axis 
leads to the low overlap rate which cannot always reach 
90%. So in the occlusion scenario, the proposed method 
can perform better than the BDM. For the YOLO v3, over-
all, the performance is the best. But in some cases, such 
as the 2-th and 15-th vehicles, its performance is not as 
good as the proposed algorithm. The reason is that deep 
learning may miss the vehicles when their appearance 
changes dramatically. However, the background differ-
ence algorithm does not have this problem bacause this 
algorithm don’t care about the appearance of targets.

The computational complexity of BDM is obviously 
lower than that of the proposed algorithm, but BDM’s 
performance is too bad. It is difficult to analyze the com-
putational complexity of deep neural networks. But we 
can use FPS to evaluate the computational complexity of 
the algorithms. On the same computing platform, the FPS 
for YOLO v3 is about 16. And if we don’t draw all the aux-
iliary lines which will spend a lots of time, the FPS for the 
proposed algorithm, is about 13–28. As the computational 
complexity of this algorithm is closely related to the num-
ber of vehicles, FPS is a range.

Vehicle 
Detection

Segmentation, 
Merging

Adjust Q Restore R

Y N
Occlusion?

Fig. 19   The block diagram of adaptive adjustment of Kalman filter 
parameter

Fig. 20   The high-point video of the selected intersection
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3 � Conclusion

This paper proposes a vehicle tracking method fusing 
the prior information of Kalman filter to solve the prob-
lem of vehicle tracking under occlusion. The method is 

improved in the aspects of background update, mor-
phological operation, occlusion judgment and vehicle 
description. The experimental results show that the 
proposed tracking algorithm can effectively solve the 
problem of tracking in the case of occlusion between 

Fig. 21   Results of the part video sequence
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vehicles and occlusion between a vehicle and a roadside 
obstruction.

The proposed algorithm can be further improved in 
two aspects. The algorithm needs to input relatively accu-
rate background images during initialization. If the initial 
background image is not accurate enough, it will seriously 
affect background update and the accuracy of tracking. In 
addition, if the algorithm lose the target continuously for 
too long, it will result in the loss of the target even if the 
target is subsequently detected again.
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