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Abstract
Computational modeling should play a central role in philosophy. In this introduc-
tion to our topical collection, we propose a small topology of computational model-
ing in philosophy in general, and show how the various contributions to our topical 
collection fit into this overall picture. On this basis, we describe some of the ways 
in which computational models from other disciplines have found their way into 
philosophy, and how the principles one found here still underlie current trends in 
the field. Moreover, we argue that philosophers contribute to computational model-
ing not only by building their own models, but also by thinking about the various 
applications of the method in philosophy and the sciences. In this context, we note 
that models in philosophy are usually simple, while models in the sciences are often 
more complex and empirically grounded. Bridging certain methodological gaps that 
arise from this discrepancy may prove to be challenging and fruitful for the further 
development of computational modeling in philosophy and beyond.

Keywords  Computational modeling · Agent-based modeling · Simulation · 
Methodology of simulation · Computational philosophy · Epistemology of 
modeling

Sometimes introductions like this aim to glorify the status of one’s sub-discipline 
within the larger field, and we find phrases such as “has become a central method in 
philosophy” or “receives much attention.” For computational modeling in philoso-
phy, such claims are difficult to assess. On the one hand, computational modeling 
has not yet found its way into most standard textbooks on philosophical methods 
(see also Mayo-Wilson and Zollman, 2021, in this topical collection), and a substan-
tial number of philosophers would probably not consider computational modeling a 
central tool in philosophy. On the other hand, the results and insights obtained with 
this methodology are of increasing importance, and there is already a large canon of 
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relevant publications on topics in various core areas of philosophy. At the same time, 
the community of researchers is becoming more vibrant and productive, suggesting 
that computational modeling is becoming more mainstream.

We believe that while these descriptive questions should not be underestimated, 
they are secondary to the more important normative question of whether or not com-
putational modeling should play a central role in philosophy. To this question, we 
strongly recommend a positive answer. This topical collection arises from that con-
viction and aims to promote the application and critical evaluation of the method 
within the philosophical community and beyond. We believe that good applications 
of computational modeling enrich philosophical research, and we see the publication 
of this topical collection as our contribution to furthering that goal.

The contributions we have received for this topical collection form an informative 
and diverse sample of the various applications of computational modeling in philoso-
phy and their connections to other disciplines. In the remainder of this introduction, 
we will create a small topology of the computational modeling field in philosophy 
– how it came to be, what the current state of the art is, and where things might go in 
the future. This exercise is not an end in itself, of course, but may guide our thinking 
about the (in)suitability of computational modeling for various kinds of philosophical 
questions. This might give us clues about areas where new contributions are possible. 
But it also serves as an exercise in the epistemology of computational modeling itself, 
allowing us to better understand what makes a computer model a good computer 
model.

1  From analytical models to computational models

Computational modeling emerged as a method in philosophy in the second half of 
the 20th century. This is not, of course, the place to give a complete history of this 
development. However, we would like to throw some spotlights on the rise of compu-
tational methods in philosophy, as this helps to understand some of the peculiarities 
and seemingly arbitrary features that the method exhibits in the various philosophical 
disciplines, and where the current modeling families originate.

Interestingly, a large proportion of modeling families were not originally devel-
oped to solve philosophical problems, but were adopted from other disciplines. A 
prominent example is game-theoretic models of the social contract. Originally pio-
neered by political scientists (cf. Axelrod, 1984), computational models of the social 
contract have become an integral part of political philosophy (cf. Skyrms, 2014). 
Another influential example is Zollman’s (2007) transfer of the so-called bandit mod-
els of learning from economics to social epistemology and philosophy of science, 
where they have been widely used in recent years. In particular, the immediate rela-
tionship between belief and action that these models establish fits perfectly with the 
idea of modeling epistemic agents that do not just store and process data or beliefs.

Importing models from other disciplines is not the only way to introduce com-
putational models into philosophy. Equally important is the transformation of origi-
nally analytical models into computational models. The bounded-confidence model 
of opinion dynamics (cf. Hegselmann and Krause, 2002) is a case in point. This 
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model – basically a variant of the de-Groot-Lehrer-Wagner model (de-Groot, 1974, 
Lehrer and Wagner, 1981) – was originally intended for an analytical solution. How-
ever, Hegselmann and Krause were interested in changing some of the underlying 
assumptions, and the result was a model that required a computational rather than an 
analytical treatment.

Similarly, the current models of the evolution of language that figure prominently 
in the discussion of teleosemantics (cf. Skyrms, 2010) were developed from Lewis’s 
(1966) account of conventional meaning in terms of signaling games. Again, the spe-
cific nature of the game-theoretic model used was transformed from an analytically 
tractable model into a computational variant in order to answer certain questions that 
are precluded by the requirements of analytic tractability.

Another entry in this list is Bayesian models in social epistemology, such as those 
used by Olsson & Vallinder (2013). Building on the Bayesian approach in episte-
mology and philosophy of science (e.g., Bovens and Hartmann, 2003; Sprenger and 
Hartmann, 2019), they construct a model of communicating Bayesian agents to study 
the effects of social structure and assertion norms. It is clear here that the path from 
analytic to computational models need not be one of de-idealization: The agents in 
this model are no longer perfectly Bayesian – a concession made in order to build the 
model in the first place – but nonetheless, this constitutes a deviation not justified by 
an over-idealized analytic predecessor model.

2  Observations, implications and recent developments

The above examples help us understand how computational models have entered 
philosophy. They also invite us to make three observations about computational mod-
eling in philosophy that are directly related to the current state of the field and the 
contributions to this topical collection. First, given the widespread use of implicit 
and informal models in philosophy, we can improve philosophical research by mak-
ing more of these models explicit and sometimes formalizing them, especially in 
the form of computer models. As many scholars, but especially Mayo-Wilson and 
Zollman (2021), argue, this brings certain crucial benefits to modelers and readers, 
such as better descriptive validity, specificity, or analytical rigor. Conversely, using 
simulations to analyze computer models reduces the constraints on model design 
that often result from the need for analytical solutions. In many cases, this provides 
researchers with new opportunities for model building.

We do not mean to suggest that informal models cannot be perfectly satisfactory; 
where an argument does not benefit from the advantages of formalization, it should 
remain informal. Nor do we mean to suggest that simulation approaches are generally 
better. Nevertheless, we suspect that the range of fruitful applications for these two 
strategies of computational modeling is far from exhausted. This contention is well 
illustrated by three papers from this topical collection that use agent-based models 
and simulations: First, Motchoulski (2021) uses simulations to address issues of equi-
table social distribution for which classical social choice theorists often had to resort 
to much simpler models due to analytical tractability, and ethicists often provided 
informal (and therefore necessarily vague to some degree) arguments. Second, Trpin 
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et al. (2020) examine the effects of partial lying on agent reliability and how this 
affects groups’ epistemic capacities. For this question, it seems almost impossible to 
formulate an informal argument with sufficient precision, while analytically solvable 
models certainly cannot describe partial lying in sufficient detail. Finally, Lassiter 
(2021) investigates whether instances of belief convergence require the assumption 
of individually rational agents, and shows that processes of belief convergence can 
also be explained on an arational basis. Again, insights into complex group dynamics 
are very difficult to obtain through informal arguments or analytical models.

These brief sketches introduce our second point, which is to consider the spread of 
computer modeling in philosophical subdisciplines. In addition to the topics already 
mentioned, this topical collection provides several examples of philosophical sub-
disciplines into which computer modeling has already penetrated. For example, 
there are contributions to computational modeling in normative political philosophy 
(Motchoulski, 2021), in the history of philosophy (Noichl, 2021), and an application 
in the philosophy of science that does not focus on scientific actors (Thorn 2020).

Potentially, any philosophical sub-disciplines dealing with complex social pro-
cesses or systems can benefit from modeling and simulation methods, as agent-based 
models (ABMs) in particular are often a perfect tool for structuring and analyzing 
such systems. Lassiter (2021), Trpin et al. (2020), Motchoulski (2021), and Aydi-
nonat et al. (2020) address models of this type. Certain areas of this field are likely to 
be developed much further, both using the standard ABM paradigm (e.g., social epis-
temology) and alternatives such as computational evolutionary game theory (e.g., 
political philosophy).

However, the complexity that researchers can address using computational model-
ing need not stem from social aspects, as Thorn (2020) illustrates for the epistemol-
ogy of cognition: here, Thorn (2020) models the link between environmental stimuli 
and actors’ responses through payoff functions and adaptive response strategies. This 
computational approach sheds light on the extent to which we can say that our per-
ceptual states provide us with knowledge about the external world.

In addition, there are philosophical questions that lend themselves to computa-
tional treatment under somewhat different conditions. This current topical collection 
offers two good examples. The more philosophers engage with empirical data, the 
more useful they will be for computational modeling. In this vein, Noichl (2021) 
uses machine learning tools to analyze citation networks in philosophy to identify 
and describe clusters of philosophical subfields. Yet another novel computational 
approach uses modeling techniques from computer science for the purpose of con-
ceptual explication. Suñé and Martínez’ (2021) use the Turing machine to define real 
patterns in data as those patterns which are not further compressible. This provides 
an instructive example how a researcher can use computational modeling to precisely 
spell out a definition, while on the other hand retaining the capacity to computation-
ally experiment with de-idealized instances.

Finally, we would like to emphasize that computational models have an important 
bridging function between philosophy and the natural and social sciences, as com-
mon models, topics, tools, or methodological challenges often stimulate exchanges 
between researchers from different fields, leading to interdisciplinary literature 
streams, publications, and joint research projects. This tendency towards interdis-
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ciplinarity does not seem accidental, but constitutive for computational modeling 
in philosophy and, of course, across disciplines. In this respect, the present topical 
collection exemplarily builds bridges from philosophy to physics (Boge and Zeitnitz, 
2020), to computer science (Suñé and Martínez, 2021), to climate science (Walms-
ley, 2020), to cognitive science (Thorn, 2020), and to political theory (Motchoulski, 
2021). In what follows, we will also consider these connections in terms of method-
ological issues.

3  The epistemology of computational modeling

As the work described earlier shows, many contributors to computational modeling 
in philosophy philosophize with models: they use computational models as tools to 
answer philosophical questions (see also Grim and Singer, 2020). However, philoso-
phers also contribute to computational modeling by thinking about the philosophy of 
models, that is, by analyzing how they work and what makes them useful.

However, a crucial distinction is necessary. On the one hand, philosophers are 
concerned with the epistemology of “their own” models, i.e., computational mod-
els within philosophy. Researchers have advanced their methodology by developing 
core principles such as robustness, model families, or model ensembles (see, e.g., 
Frey and Šešelja, 2020; Weisberg, 2013; Grüne-Yanoff, 2009). Using models of epis-
temic landscapes as an example, Aydinonat et al. (2020) develop these concepts fur-
ther by showing how models take on the role of arguments in philosophical debates. 
Similarly, Mayo-Wilson and Zollman (2021) argue that individual computer models 
can be viewed as formalized thought experiments. These two papers also vividly 
illustrate the mature methodology in the field of computational modeling.

On the other hand, philosophers also contribute through a philosophical-meth-
odological analysis of models outside philosophy. In particular, philosophers of sci-
ence have been scrutinizing models in the sciences by focusing on issues such as the 
epistemic opacity of models and simulations in the sciences, model hierarchies, or 
emergence (e.g., Morrison, 2015; Humphreys, 2009; Winsberg, 2010). In this topi-
cal collection, the paper by Walmsley (2020) discusses the use of data as inputs and 
benchmarks for simulation models in climate modeling as opposed to or in combi-
nation with the use of simpler models. Boge and Zeitnitz (2020) reflect on the use 
of computational models and simulations for the ATLAS experiments at the Large 
Hadron Collider at CERN and argue that different computational models can be orga-
nized into hierarchical structures in a descriptive sense, but should be considered as 
part of a network of models to fully perform their epistemic functions.

Comparing the methodological challenges of these two branches of the philoso-
phy of computer modeling, there seems to be a certain gap: Models in philosophy are 
usually comparatively simple and are only loosely informed, if at all, by empirical 
data. They are therefore sometimes referred to as toy models (see, e.g., Reutlinger et 
al., 2018). This is in contrast to computational models in the sciences, where more 
complex and (sometimes massively) data-driven models exist alongside simple mod-
els, as well as a wide range of models in between.
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We suspect that this gap is at least partly due to the different scope and subject mat-
ter of most philosophical questions compared to questions in the sciences: Philosoph-
ical questions tend to be more general in nature (e.g., How can we know things? How 
should democracies be organized? How does language work and evolve?). Moreover, 
they deal with issues where target systems are less tangible, making it more dif-
ficult to capture model components in terms of clear data (e.g., beliefs, norms, and 
communication). Thus, building simple models is often the best available option for 
a modeler: if simply describing the components of a system is already tedious at 
a basic level, it would be counterproductive to include additional components and 
thus increase the complexity of a model without being able to provide the neces-
sary empirical support. This also applies to standard statistical analyses: More model 
parameters mean more degrees of freedom, which in turn require a larger amount of 
data to obtain meaningful results.

We can thus see the above concepts in the philosophy of toy models as attempts to 
overcome the limitations rooted in these difficulties. At the same time, this explains 
why the arguments philosophers make with computational models often claim the 
status of how-possibly explanations, since describing a possible scenario by defini-
tion requires less empirical support than describing an actual scenario. While we 
should not regard toy modeling as an inferior method, but rather as the best means of 
extending the frontiers of knowledge into difficult terrain, philosophers should also 
not overstate the implications that can reasonably be drawn from them.

Outside philosophy, scientists often develop and use computational models for 
specific, practically applied purposes and in a variety of contexts: to understand the 
dynamics of stock markets, to explain the behavior of voters in an election, or to 
predict the weather of the day after tomorrow. Because researchers in the natural or 
social sciences typically use computational models to represent fairly concrete target 
systems (such as temperatures in Europe, the electorate in the United States, and 
companies listed on the Japanese stock exchange), it is much easier to operational-
ize and measure model components. Consequently, models in the sciences can be 
more complex, and the finer-grained processes represented in these models can be 
supported by concrete empirical evidence. This allows researchers to make state-
ments about actual scenarios and provide practically relevant advice based on their 
computational models.

Some methodological issues, such as robustness analysis, are considered useful 
in philosophical models as well as in ecological or economic models, and of course 
elsewhere. This does not mean that the methodological implications for specific cases 
are necessarily the same for certain simple and complicated models. Whereas a mod-
eler working on epistemic landscape models might broaden her perspective by try-
ing out another basic model, a modeler working on climate models might focus his 
perspective by adding detail to various subcomponents of his computational model-
ing. Aydinonat et al. (2020) and Walmsley (2020) explain such considerations very 
clearly.

For other methodological issues, the challenges for simple and complex models 
may not be quite the same. For example, there is currently much debate about the 
need for and role of empirical input and testing for philosophical models, just as there 
is debate in the computational modeling community about whether modelers should 
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strive for simplicity or descriptiveness when building a model — also known by the 
acronyms KISS (“keep it simple, stupid!”) and KIDS (“keep it descriptive, stupid!”) 
(Edmonds & Moss, 2004).

Underlying these discussions are often different understandings of what argu-
mentative role computational models can and should play in philosophy, as we have 
already argued. One might think of this as a thematic divide within the philosophy 
of computational modeling. Although all of the contributions to our topical collec-
tion are under the heading of computational modeling in philosophy, some of the 
individual contributions are very different. As challenging as this may be in indi-
vidual cases (e.g., when a guest editor who studies ABMs in political philosophy 
tries to make sense of a paper on simulations in the LHC), we suspect that bridg-
ing this gap may ultimately prove fruitful for both sides. There are many ways to 
transfer concepts, model components, or methodological strategies between different 
fields of computational modeling, just as the practice of computational modeling has 
facilitated exchange and collaboration between different scientific disciplines. For 
example, while models in science might benefit from more frequent complementary 
use of simple models to facilitate understanding, as Walmsley (2020) argues, models 
in philosophy may benefit from incorporating techniques for high-level analysis of 
data (Noichl, 2021).

Finally, our own involvement with modeling and simulation, with the construc-
tion, programming, operation, and revision of models, helps modelers, philosophers 
of science, and epistemologists to approach the subject of their inquiry. An increas-
ing part of scientific progress is based on simulations, as illustrated by Boge and 
Zeitnitz’s (2020) paper on the ATLAS experiment in this topical collection. Just as 
it is useful for a philosopher of physics to be familiar with advanced mathematics, 
though not at the same level as a theoretical physicist, it is useful for a philosopher 
to be familiar with computational modeling in order to philosophically study com-
putational modeling in science. Constructing philosophical models is a natural way 
to gain this familiarity. Conversely, conversations with philosophers of modeling can 
invite practicing scientific modelers to take a step back and adopt a metaperspective 
on their daily modeling work.

We believe that the final word on the function of computational models in philoso-
phy and its epistemology has not yet been spoken, but there seems to be continued 
engagement and encouraging progress in recent years. It is possible that differentia-
tion in modeling strategies will increase, with some relying more and more on empir-
ical data, while others using models more as a tool for explication and to support 
contentious modal claims. It is likely that empirical strategies will also find broader 
entry into the philosophical terrain, with new data sources such as citation networks 
becoming more popular. As a collective strategy for the field of computational mod-
eling, we suggest that modelers should always pay attention to what other modelers 
are doing, how they are doing it, and how different approaches can learn and benefit 
from each other. We hope that our small topology, but more importantly the compila-
tion of this topical collection with all its facets, will provide guidance and opportunity 
for researchers to pursue this strategy.
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4  Conclusions

This introduction has briefly introduced the various contributions to our topical col-
lection and proposed a small and certainly incomplete topology of computational 
modeling in philosophy in general. Our goal has been to describe and explain com-
monalities and heterogeneities with respect to computational modeling approaches 
and their methodological analysis in different areas of philosophy and beyond. With 
the increasing possibilities of technological progress, the use of computational mod-
els in philosophy and the sciences is certain to develop rapidly. Philosophers should 
welcome and contribute to this development, both as active participants in modeling 
efforts and in the role of critical observers who bring their epistemological expertise 
to the sciences. We hope that our thematic collection will help make this progress 
worthwhile for all concerned. Hopefully, the next volume on computational model-
ing in philosophy can proclaim without hesitation that not only should modeling and 
computational simulations be considered central philosophical methods, but that they 
in fact already are.

Funding  Open Access funding enabled and organized by Projekt DEAL.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, 
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, provide a link to the Creative 
Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use 
is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission 
directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/
licenses/by/4.0/.

References

Axelrod, R. (1984). The Evolution of Cooperation. New York: Basic Books
Bovens, L., & Hartmann, S. (2003). Bayesian Epistemology. Oxford: Oxford University Press
DeGroot, M. H. (1974). Reaching a consensus. Journal of the American Statistical Association, 69(345), 

118–121
Edmonds, B., & Moss, S. (2004, July). From KISS to KIDS–An ‘anti-simplistic’ modelling approach. 

International Workshop on Multi-agent Systems and Agent-based Simulation (pp.  130–144). 
Springer, Berlin, Heidelberg

Frey, D., & Šešelja, D. (2020). Robustness and idealizations in agent-based models of scientific interac-
tion. The British Journal for the Philosophy of Science, 71(4), 1411–1437

Grim, P., & Singer, D. (2020). Computational Philosophy. The Stanford Encyclopedia of Philosophy 
(Spring 2020 Edition), Edward N. Zalta (ed.)

Grüne-Yanoff, T. (2009). Learning from minimal economic models. Erkenntnis, 70(1), 81–99
Hegselmann, R., & Krause, U. (2002). Opinion dynamics and bounded confidence models, analysis, and 

simulation.Journal of Artificial Societies and Social Simulation, 5(3)
Humphreys, P. (2009). The philosophical novelty of computer simulation methods. Synthese, 169, 615–626
Lehrer, K., & Wagner, C. (1981). Rational Consensus in Science and Society: A Philosophical and Math-

ematical Study. Berlin: Springer
Levins, R. (1966). The strategy of model building in population biology. American Scientist, 54(4), 

421–431

114  Page 8 of 10

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Synthese (2022) 200:114 9

1 3

Morrison, M. (2015). Reconstructing Reality: Models, Mathematics, and Simulations. Oxford: Oxford 
University Press

Olsson, E. J., & Vallinder, A. (2013). Norms of assertion and communication in social networks. Synthese, 
190(13), 2557–2571

Reutlinger, A., Hangleiter, D., & Hartmann, S. (2018). Understanding (with) toy models. The British Jour-
nal for the Philosophy of Science, 69(4), 1069–1099

Skyrms, B. (2010). Signals: Evolution, Learning, and Information. Oxford: Oxford University Press
Skyrms, B. (2014). Evolution of the Social Contract. Cambridge: Cambridge University Press
Sprenger, J., & Hartmann, S. (2019). Bayesian Philosophy of Science. Oxford: Oxford University Press
Weisberg, M., & Muldoon, R. (2009). Epistemic landscapes and the division of cognitive labor. Philoso-

phy of Science, 76(2), 225–252
Weisberg, M. (2013). Simulation and Similarity. Oxford: Oxford University Press
Winsberg, E. (2010). Science in the Age of Computer Simulation. Chicago: The University of Chicago 

Press
Zollman, K. (2007). The communication structure of epistemic communities. Philosophy of Science, 

74(5), 574–587

Contributions to this Topical Collection
Aydinonat, N. E., Reijula, S., & Ylikoski, P. (2020). Argumentative landscapes: the function of models in 

social epistemology. Synthese, 1–27
Boge, F. J., & Zeitnitz, C. (2020). Polycratic hierarchies and networks: What simulation-modeling at the 

LHC can teach us about the epistemology of simulation. Synthese, 1–36
Lassiter, C. (2021). Arational belief convergence. Synthese, 198(7), 6329–6350
Mayo-Wilson, C., & Zollman, K. J. (2021). The computational philosophy: simulation as a core philo-

sophical method. Synthese, 1–27
Motchoulski, A. (2021). Adjudicating distributive disagreement. Synthese, 198(7), 5977–6008
Noichl, M. (2021). Modeling the structure of recent philosophy. Synthese, 198(6), 5089–5100
Suñé, A., & Martínez, M. (2021). Real patterns and indispensability. Synthese, 198(5), 4315–4330
Thorn, P. D. (2020). The stimulus-to-perception connection: a simulation study in the epistemology of 

perception. Synthese, 1–28
Trpin, B., Dobrosovestnova, A., & Götzendorfer, S. J. (2020). Lying, more or less: a computer simulation 

study of graded lies and trust dynamics. Synthese, 1–28
Walmsley, L. D. (2020). The strategy of model building in climate science. Synthese, 1–21

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps 
and institutional affiliations.

Authors and Affiliations

Simon  Scheller1 · Christoph  Merdes2 · Stephan  Hartmann3

	
 Simon Scheller
simon.scheller@uni-bamberg.de
http://www.simonscheller.com

Christoph Merdes
christoph.merdes@fau.de

Stephan Hartmann
S.Hartmann@lmu.de
http://www.stephanhartmann.org

1	 Institut für Politikwissenschaft, Otto-Friedrich-Universität Bamberg, Feldkirchenstraße 21, 
96052 Bamberg, Germany

Page 9 of 10  114



Synthese (2022) 200:11410

1 3

2	 Center for Applied Philosophy of Science and Key Qualifications, Friedrich-Alexander 
Universität Erlangen- Nürnberg, Bismarckstraße 12, 91054 Erlangen, Germany

3	 Munich Center for Mathematical Philosophy, LMU Munich, Geschwister-Scholl-Platz 1, 
80539 Munich, Germany

114  Page 10 of 10


	﻿Computational modeling in philosophy: introduction to a topical collection
	﻿Abstract
	﻿1﻿ ﻿From analytical models to computational models
	﻿2﻿ ﻿Observations, implications and recent developments
	﻿3﻿ ﻿The epistemology of computational modeling
	﻿4﻿ ﻿Conclusions
	﻿References


