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Abstract A computational investigation was carried out to

characterize the inverse (hydride) hydrogen bond in model

complexes. Properties such as molecular structures and

energetics have been studied by supermolecular MP2

approach. We focus on vibrational spectra, NMR shielding,

and spin–spin coupling constants—signals that reflect the

electronic structures of the compounds. The bonding in these

complexes has been analyzed for a first time by Symmetry-

Adapted Perturbation Theory to provide the intricate insight

into the nature of the interaction. The cyclic complexes,

which have multiple interaction, are stable due to strong

redistribution of electron density upon the complexation and

differ from the linear ones by the induction energy as the

most important term exceeding the electrostatic term. The

linear complexes, which represent the inverse hydrogen

bond, are characterized by much stronger induction than

dispersion energy, contrary to the conventional hydrogen

bonds, where these two terms happen to be of nearly equal

magnitude. This result is the most noticeable difference

between inverse and conventional hydrogen bonds.

Keywords Inverse hydrogen bond � SAPT �
AIM analysis � NMR parameters

Introduction

There is no doubt in how essential role the hydrogen bonds

have in many areas of chemistry and biochemistry. They are

responsible for the structure of proteins, the stability of DNA

but also have their significant role in forming the crystallo-

graphic structures. Despite the fact that it is obvious that

hydrogen bond is important and interesting topic of research,

there are still problems in defining what exactly the hydrogen

bond is. Hydrogen bonds cover a broad range, from very

strong to weak, having energies slightly above van der Waals

interactions. Its energy cannot be measured directly; it can be

only estimated. The IUPAC recommends is using such name

for the form of association X–H� � �Y between the electro-

negative atom Y and the hydrogen atom attached to the sec-

ond atom X, and in which the electrostatic interactions play

the key role [1]. Such definition does not cover all interactions

in which the hydrogen atom is an essential element, but new,

less restricted definition was published recently [2].

In spite of the classical HBs are still mostly investigated,

papers with theoretical and experimental study on this

unconventional ones have occurred as well. The uncon-

ventional hydrogen bonds can be classified to four groups:

1. HBs with unconventional H donors, such as C–H,

2. HBs with unconventional H acceptors, such as

p-bonded groups,

3. dihydrogen bonds Y–H� � �H–X,

4. inverse (or hydride) hydrogen bonds.

In significant majority of HBs , the X–H moiety is the

hydrogen-bond donor (i.e., electron acceptor), while Y

moiety play a hydrogen-bond acceptor role (i.e., electron

donor), according to the scheme X-–H � � �Yþ. The situa-

tion changes in the dihydrogen bonds (DHB), where one of

the hydrogen atoms provides and the second accepts the

electrons, forming X?–H � � �H–Y- [3, 4]. The third situa-

tion occurs in the case of so-called inverse hydrogen-

bonded (InHB) complexes XþH � � �Y�, where the hydro-

gen atom rich in electron density and situated among
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electropositive centers can provide a formation of HB with

non-hydrogen, usually the alkaline atoms [5]. In general,

conventional hydrogen-bond X–H moiety is define by X,

which is more electronegative than H (i.e., O–H � � �B,

N–H � � �B), while proton acceptor part B posses, for instant,

electron pairs, as N, O, or F atoms. To study InHB non-

conventional hydrogen bond we chose the molecule BeH2

as an electron donor (with heavy electron-deficient atom),

while LiH or LiF played a role of electron acceptor mol-

ecules [5]. The transfer of charge is thus in the same

direction as the proton flow (i.e., from X–H to Y); therefore

this interaction was called ‘‘inverse,’’ contrary to the con-

ventional hydrogen bond (where transfer of charges is from

the moiety Y to X–H moiety) [5, 6]. Such bonds normally

have energy of -5 to -10 kcal mol-1. In contrary to a

huge number of papers subjected on the conventional

hydrogen bonds, there are hardly few papers on the inverse

ones, and they provide mainly information based on the

Bader analysis of electron density, the Atoms in Molecules

approach (AIM) [5, 6].

This paper is, to the best of authors’ knowledge, the first

presenting the analysis of the inverse hydrogen bonds given

by the Symmetry-Adapted Perturbation Theory (SAPT),

which is the powerful tool to look into the nature of the

intermolecular interaction [7]. The aim of the paper is also

to perform the computations of spectroscopic properties

(vibrational and NMR parameters), as molecular spectros-

copy represents an important (and sometimes the only)

method for the detection and characterization of hydrogen

bonds and other intermolecular interactions. Specially, the

NMR spectra are sensitive probes of the electronic

structure of molecules. These parameters are also sensitive

to intermolecular interactions. The most widely used

parameter in those studies is the isotropic shielding of the

proton involved in the hydrogen bond.

Computational details

Geometry optimization and supermolecular energy

calculations

The molecules and complexes on which the investigation

was proceeded are shown in the Fig. 1. There are two linear

complexes with the inverse hydrogen bond and three cyclic

complexes—one with two hydrogen atoms involved in

forming complex, and two with the hydrogen and fluorine

atoms involved. These model complexes and their mono-

mers were optimized on the second order of Möller–Plesset

perturbation theory (MP2) with the aug-cc-pVDZ basis set.

All stationary points the vibration frequencies were calcu-

lated to confirm the minimum—in all cases there were all

positive frequencies. The aug-cc-pVDZ basis set is now

accepted for studying geometry of molecules and interact-

ing systems on the correlated level. The supermolecular

interaction energy was obtained by substracting the ener-

gies of the monomers from the energy of the complex. The

computed interaction energies were corrected for a basis set

superposition error (BSSE) following the prescription of

Boys and Bernardi [8]. They are presented in the tables

under the name of the binding energy, De. To relate the

calculated interaction energy to the observed dissociation

Fig. 1 The geometry of monomers and complexes (calculated using MP2/aug-cc-pVDZ). The numbers in Å, A in degree
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energy D0, a correction for the zero-point vibrational (ZPV)

energy of the complex and the monomers was added. The

ZPV correction was calculated in the harmonic approxi-

mation at the respective level of theory. The geometry

optimization as well as the calculations of vibrational fre-

quencies and interaction energies were carried out using the

Gaussian 03 program [9].

Symmetry-Adapted Perturbation Theory

The SAPT approach is the powerful tool to investigate the

intermolecular interaction. Is now a mature and routinely

used method. In contrary to the supermolecular calcula-

tions, it provides not only the total interaction energy, but

also gives insight into the nature of interaction and provide

a clear physical picture of the interactions. In this study,

second order SAPT (SAPT2) and full SAPT approxima-

tions were employed [10, 11].

The interaction energy at the SAPT2 approach is defined

by the main four terms: electrostatic, exchange, induction,

dispersion and additional, last component:

ESAPT2
int ¼ Eelst þ Eexch þ Eind þ Edisp þ dEHF

int;resp

where

Eelst ¼ E
ð10Þ
elst þ E

ð12Þ
elst;resp

Eexch ¼ E
ð10Þ
exch þ E

ð11Þ
exch þ E

ð12Þ
exch

Eind ¼ E
ð20Þ
ind;resp þ E

ð20Þ
exch�ind;resp þ tE

ð22Þ
ind þ tE

ð22Þ
exch�ind

Edisp ¼ E
ð20Þ
disp þ E

ð20Þ
exch�disp

dEHF
int;resp ¼ EHF

int � E
ð10Þ
elst � E

ð10Þ
exch � E

ð20Þ
ind;resp � E

ð20Þ
exch�ind;resp

The Eelst
(10) is the classical (Coulombic) electrostatic energy,

Eexch
(10) is the exchange term that results from the antisym-

metrization (symmetry adaptation) of the wave-function,

Eind,resp
(20) denotes the induction (with response) energy,

Eexch-ind,resp
(20) is the second-order exchange-induction (with

response) energy term, Eelst
(10) is the dispersion energy, and

Eexch-disp
(20) denotes the exchange-dispersion energy. The

subscripts 00resp00 appearing in some terms indicate that this

contribution was computed with orbital relaxation effects.

The last term dEelst
(10) collects the contributions to super-

molecular Hartree–Fock energy beyond the second-order

of intermolecular operator. The tEind
(22) is the part of Eelst

(10) not

included in Eind,resp
(20) .

The so-called full SAPT is defined by Eint
SAPT2 plus some

higher corrections according to the eqs:

ESAPT
int ¼ ESAPT2

int þ E
ð13Þ
elst;resp þ ð�

ð1Þ
exchðCCSDÞ � �ð1Þexchð2ÞÞ

þ �ð2Þdispð2Þ

where:

�ðnÞðkÞ ¼ Rk
j¼1EðnjÞ

�
ð1Þ
exchðCCSDÞ ¼ E

ð1Þ
exchðCCSDÞ � E

ð10Þ
exch

The term Eexch
(1) (CCSD) was computed with the monomer

wave functions correlated at the coupled-cluster level with

single and double excitation. The calculations were carried

out for five complexes presented in Fig. 1 as well as for the

series of complexes with different angles between the lin-

ear monomers. The interaction energy components were

calculated by means of the SAPT method implemented in

[12]. We used the aug-cc-pVQZ basis set in this calcula-

tions [13, 14].

Atoms in Molecules

The electronic density analysis, based on the Bader’s

Atoms in Molecules approach [15], was enabled using

keywords in the Gaussian09 program package at the level

of MP2/aug-cc-pVTZ, and then treated in AIM2000 pro-

gram [16]. The bond critical points (BCP) were found and

the electron densities and their Laplacians were calculated.

Calculation of NMR properties

Since the MBPT approach for NMR chemical shift calcu-

lations is expensive, there is a growing interest in alter-

natives to shielding constants calculations. DFT provides

such an alternative by inclusion of correlation effects in an

approximate manner with modest computational costs.

This is now accepted method for studying large molecules

with non-negligible correlation effects, even though this

method has its own shortcomings [17].

The shielding (SC) and spin–spin coupling constants

(SSCC) for all atoms were calculated on the DFT(B3LYP)

level. The aug-pcS-0 basis set was used [18], as it is

reported that it gives accurate results using DFT calcula-

tions. London orbitals (GIAO) [19, 20] were used to ensure

the gauge-origin independence of shielding constants. The

shielding constants were presented as isotropic (riso) and

anisotropic (rani) part. The calculations were carried out

with Gaussian03 software package.

Results and discussion

The equilibrium structures and the interaction energy

Supermolecular results

The geometry optimization for two component complexes

of HLi� � �HBeH, FLi� � �HBeH leaded to two forms—linear

and cyclic. All zigzag-shaped forms converged to the

Struct Chem (2012) 23:1323–1332 1325
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cyclic form in optimization procedure. The monomers and

dimers with geometry details are shown in Fig. 1. Some of

the linear and cyclic complexes were previously calculated

by Rozas et al. [5].

The supermolecular calculations are presented in

Table 1. This table contains the corresponding binding

energies De, (i.e., the interaction energies corrected for

BSSE), the harmonic zero-point vibrational energies

DZPV, and the dissociation energies D0, which include

both: BSSE and the zero-point corrections. They are in

agreement with corresponding data presented by Rozas

et al. [5]. The interaction energy in the linear complexes is

typical for hydrogen bond. The interaction energy of the

cyclic complexes is significantly larger—it is not surpris-

ing, as the interaction in this dimer is two-centered and in

HBeH� � �LiH complex it is even impossible to determine

which hydrogen atom participating in interaction belongs

to which molecule. This is in line with the values of

charge transfer from electron donor BeH2 to electron

acceptor LiH or LiF subunits, which is larger for the cyclic

than for linear complexes. Therefore, the cyclic multiple

systems cannot be treated as the conventional hydrogen

bond structures. Nevertheless, it is interesting to analyze

different terms of the SAPT interaction energies in both

type of complexes, as it advances our understanding of

hydrogen bond and very strong interaction in cyclic

systems.

SAPT results

As the supermolecular method gives only the overview of

the interaction between molecules, it was essential to

introduce SAPT calculations to have insight into nature of

interaction. This method was successfully used to investi-

gate a classical hydrogen bonds, as well as dihydrogen

bonded and stacking structures [3, 4]. Table 2 presents the

decomposition of interaction energy calculated by means of

SAPT/aug-cc-pVQZ. Before we take a look at the individual

contributions to the intermolecular energy, we shall discuss

the accuracy of the SAPT results, comparing Tables 1 and 2.

The SAPT results obtained with aug-cc-pVQZ basis set

show a greater stability of the cyclic configurations than the

linear ones in the same basis set, in agreement with the

supermolecular results. Thus, it can be concluded that the

energies are calculated by both, so different methods are

quite similar.

To facilitate interpretation of the numbers, Fig. 2 shows

the contributions of each component to the total energy. In

Table 1 The interaction energies (kcal/mol) calculated by super-

molecular method on the MP2/aug-cc-pVDZ level

De DZPE D0

BeF2� � �LiH cyclic–C1 -56.27 1.57 -51.75

BeH2� � �LiF cyclic–C2 -48.67 1.61 -44.52

BeH2� � �LiF linear–L1 -7.67 0.23 -6.51

BeH2� � �LiH cyclic-C3 -41.23 0.90 -40.67

BeH2� � �LiH linear–L2 -7.78 0.75 -6.07

Table 2 The components of the

interaction energy (kcal/mol)

for complexes calculated

by SAPT method (using

aug-cc-pVQZ basis set)

Components BeF2� � �LiH BeH2� � �LiF BeH2� � �LiF BeH2� � �LiH BeH2� � �LiH

C1 C2 L1 C3 L2

Eelst
(10) -109.02 -105.91 -7.31 -93.60 -7.28

Eexch
(10) 89.28 81.63 3.97 84.31 4.12

Eelst,resp
(12) 1.61 2.75 0.42 1.88 0.38

Eexch
(11) -0.31 0.25 -0.00 3.30 0.03

Eexch
(12) 3.36 7.06 -0.12 -1.21 -0.10

Eelst,resp
(13) 0.32 -1.07 0.09 0.77 0.11

Eind,resp
(20) -159.04 -103.92 -6.96 -122.06 -6.96

Edisp
(20) -15.12 -14.43 -0.53 -17.22 -0.70

Eex-ind,r
(20) 109.17 68.46 3.28 60.47 3.24

Eexch-disp
(20) 5.54 4.79 0.07 2.44 0.10

tEelst
(10) -4.75 -9.70 0.04 -0.82 0.00

tEelst
(10) 3.26 6.39 -0.02 0.41 -0.00

�
ð1Þ
exchðCCSDÞ 3.98 9.61 -0.20 2.90 -0.05

�
ð1Þ
exchð2Þ 3.05 7.31 -0.12 2.09 -0.07

�
ð2Þ
dispð2Þ -2.92 -2.89 -0.14 -3.13 -0.17

dint,r
HF -0.91 -10.30 -0.34 10.89 -0.34

Eint
SAPT2 -76.94 -72.93 -7.51 -71.21 -7.51

Eint
SAPT -80.53 -76.27 -8.15 -75.42 -8.05

1326 Struct Chem (2012) 23:1323–1332

123



a search for factors which would characterize possible

differences/similarities exhibited in the properties of the

systems we focus on the dominant contributions. First, let

us compare the decomposition for linear and cyclic com-

plexes. The interaction-energy terms for both cyclic and

linear structures differs. The dominant attraction energy

originates in the electrostatic term Eelst
(10). The ratio of Eelst

(10)

to the total SAPT energy is larger for cyclic (ca 1.3–1.4)

than for the linear complexes (ca. 0.9). The first order

exchange term is greater for cyclic structures than for linear

ones, with the Eelst
(10)/Eint

SAPT ratio equal ca. 1.1 for cyclic, but

ca. 0.5 for linear ones. On the first order, the electrostatic

term overweighs the exchange effect for cyclic complexes,

while this relation became reverse for linear complexes.

The second-order induction energy term Eind,resp
(20) reflects

the electric polarization caused by both the charge of

electron cloud and the nuclei charges. Consequently, in the

traditional A–H� � �B complex the larger effect the more

polar the X–H bond becomes. This term is attractive, and

the ratio of this contribution to the total SAPT interaction

energy is ca. 1.6–2.0 in the case of cyclic complexes, while

for linear structures it is only ca. 0.8. The Eind,resp
(20) contri-

bution is partly compensated by repulsive Eexch-ind,r
(20) term,

which constitutes approximately a more than half of the

Eind,resp
(20) absolute value in all complexes, but their relation

to the full SAPT energies became the same.

The other attraction effect comes from dispersion Edisp
(20)

term. The ratio of the dispersion term to the total SAPT

energy are different in two structures (ca. 0.07 for linear,

and ca. 0.15 for cyclic complexes). The interplay between

the induction and dispersion effects may be well

characterized by analyzing the ratio of these two contri-

butions, Eind/Edisp in the molecule–molecule interaction

involving closed-shell species. The greatest ratio should

indicate the system particularly favored by the induction

effect. This ratio is ca. 7–10 for cyclic complexes, while it

is over 13 for L1 and 9.9 for L2 complex. These data are

the most noticeable difference between structures C and L

(easily identified from Fig. 2.). The cyclic complexes,

which have multiple interaction, are characterized by

induction energy as the most important term exceeding the

electrostatic term and the complexes are stable due to

redistribution of electron density upon the complexation.

The linear structures present different case—they have

pronounced relative contribution of all energies: the elec-

trostatic, then induction, exchange, and dispersion terms.

To find out how the interaction energy and its compo-

nents change while one of monomer is moving, the addi-

tional SAPT interaction energy calculations have been

carried out as a function of the angle between two mono-

mers (LiH and BeH2). The results are shown in Fig. 3. As

the interaction is divided in components it can be observed

how the nature of interaction is changing during the rota-

tion of one monomer. It comes out that for small angles the

changes are low, but for the larger ones situation dramat-

ically changes. Starting from about 70� the electrostatic,

induction, and dispersion energies are significantly lower-

ing, but the same time also the exchange repulsion is

rapidly growing, what results in the positive interaction

energy over 100� and monomers are no longer bonded. It

shows up how important and strong is the repulsion of

overlapping orbitals.

Fig. 2 Components of SAPT interaction energy (calculated using aug-cc-pVQZ basis set; right panel-repetition for L1, L2)
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Finally, let us now ask the question: what is a difference

between the SAPT components for the water dimer (a

conventional hydrogen-bonded complex) and linear struc-

tures with hydride bonding, where hydrogen atom is a

negatively charged? For the water dimer the electrostatic

term exceeds the exchange energy, while dispersion term is

quite close to the induction energy [21]. The SAPT

decomposition of the interaction energy indicates that the

ratio of the electrostatic, exchange, and induction terms to

the total energy are similar in both types of hydrogen

bonding, while the main difference is connected with the

dispersion term. The ratio of induction to dispersion terms

in conventional hydrogen bond system is ca.1.0; in con-

trast, studied examples of the inverse hydrogen bond are

characterized by the ratio ca.10 or more. These last com-

plexes are bound predominantly by electrostatic-exchange-

induction terms, and much less, by dispersion component.

AIM analysis

The Atoms in Molecules (AIM) analysis is important for

the characterization of hydrogen bond as it was one of its

criteria suggested by IUPAC [2]. AIM method [22] has

became a practical tool for understanding the properties of

hydrogen bonds in many cases. The topological analysis of

the electron density distribution provides the evidence of a

bonding interactions through the finding of a (3, -1) crit-

ical point qBCP, which is a key topological descriptor

of internuclear interactions. The Laplacian of the elec-

tron density values in bond critical point LðAÞ ¼
R

x dx

ð� 1
4
r2qBCPÞ is another sensitive measure of the properties

of a classical bond. Typical intermolecular hydrogen bonds

can be categorized properly, as it is proofed in many papers

[23], however, it should be noted that there is some

controversy with regards to the use of AIM as diagnostic

tool for bonding interactions [24, 25].

The Popelier criteria [22] for hydrogen bond formation,

van der Waals interaction and ionic ones include: the

requirement that there is the depletion of electron density

charge within the atom–atom region, qBCP is in the range of

ca. 0.002–0.040 au.), while the value of the Laplacian at

the hydrogen bond critical point r2qBCP is positive

(between 0.02 and 0.15 au.). A positive r2qBCP reflects an

excess of kinetic energy in a bond, indicate local depletion

of electron density, and this is the case in closed-shell

(electrostatic) interactions. A negative Laplacian reveals

excess potential energy at the BCP, what means that

electronic charge in concentrated into a bond, and this is

the case of covalent interactions. Fulfilling these criteria is

not always mandatory [26]. For very strong hydrogen

bonds like (FHF)- or H5O2
? the Laplacian is negative for

‘‘intermolecular’’ contacts [23].

AIM calculations were preformed and their results are

shown in the Fig. 4. The positions of critical point of both

(3, -1) and (3, ?1) types are shown on this figure. The

numerical values of electron density (qBCP) and Laplacian

L(A) are presented in Table 3. As it can be seen in the

Fig. 4 one additional critical point xc of type (3, -1)

appears for the linear complexes (characterized by the

smallest values of L(A)), while for cyclic complexes

appears two additional (3, -1) points between new con-

tacts (C1: xb, xd or C2,C3: xc, xe). The existence of

additional critical points is an evidence of forming an

intermolecular bonding. The negative value of Laplacian

of the electron density at the bond critical point for C1,

C2, C3, as well as for L1 and L2 complexes, means the

Fig. 3 SAPT components of the interaction energy as a function of

angle between molecules (calculated using aug-cc-pVQZ basis set)

Fig. 4 The critical point positions (calculated on the MP2/aug-

cc-pVTZ level)
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evidence of the strong interactions according to criteria

elaborated by AIM theory. The values of the (qBCP) imply

that the interaction is much stronger in the cyclic com-

plexes, than in the linear ones. Linear structures L1 and

L2 are the examples of what is called inverse hydrogen

bond. These results can be rationalized by the SAPT

decomposition energy data. Both linear structures are

characterized by the ratio Eelst
(10)/Eint

SAPT equal ca. 0.5, while

for the cyclic structures the repulsive exchange term is

more important (the ratio ca. 1.1), as well as the induction

energy.

Prediction of spectroscopic properties

IR spectra

Next part of this paper is the prediction of spectroscopic

properties useful for investigation on the hydrogen bond

formation. As the one of the main criterion of hydrogen

bond is the red-shift of the X–H stretching frequency.

However, for some C–H� � �Y hydrogen bonds a shift to

higher frequency (blue-shift) is noticed [27]. Many studies

of such systems have been performed and it has been

shown there are no other differences between red-shifted

and blue-shifted hydrogen bonds.

We carried out the calculations of frequencies both for

monomers and linear and cyclic dimers. In result of the

significant geometry change, the cyclic complex frequen-

cies show no similarity to monomer ones. The calculated

frequencies of normal modes and its changes for the linear

complexes are presented in Table 4.

Let us discuss now the most important frequencies for

linear complexes. Our calculated difference of harmonic

frequencies between the linear complexes and the mono-

mer DmBe�H is equal ?67 and ?54 cm-1, for HBeH� � �LiH

and for HBeH� � �LiF, respectively. The higher, blue-shifted

value of mBe–H in the complexes, in comparison to the BeH2

monomer, means that LiH and LiF molecules stabilize the

monomer unit by strengthening the Be–H bond (one ca.

0.01 Å) and enhance the ionic nature of the HBeH unit. The

LiH and LiF stretching modes is red-shifted by about

-9 cm-1 to lower values of frequencies in comparison

with the monomer. The nature of these changes is in line

with SAPT results.

Table 3 Critical points characterization using AIM method for monomers and the complexes (calculated on the MP2/aug-cc-pVTZ level)a

Critical point type position qBCP L(A) Critical point type position qBCP L(A)

BeF2 BeH2

(3,-1) xa 0.141 -0.335 (3,-1) xa 0.098 -0.052

(3,-1) xb 0.141 -0.335 (3,-1) xb 0.098 -0.052

LiF LiH

(3, -1) xa 0.071 -0.174 (3, -1) xa 0.036 -0.043

BeF2 � � � LiH cyclic-C1 BeH2 � � � LiF cyclic-C2

(3, -1) xa 0.127 -0.303 (3, -1) xa 0.090 -0.057

(3, -1) xb 0.067 -0.054 (3, -1) xb 0.085 -0.208

(3, -1) xc 0.027 -0.033 (3, -1) xc 0.042 -0.100

(3, -1) xd 0.041 -0.098 (3, -1) xd 0.028 -0.035

(3, -1) xe 0.085 -0.206 (3, -1) xe 0.0652 -0.052

(3, ?1) o 0.023 -0.032 (3, ?1) o 0.023 -0.033

BeH2 � � � LiF linear-L1 BeH2 � � � LiH linear-L2

(3, -1) xa 0.092 -0.058 (3, -1) xa 0.088 -0.068

(3, -1) xb 0.101 -0.054 (3, -1) xb 0.097 -0.067

(3, -1) xc 0.013 -0.017 (3, -1) xc 0.012 -0.018

(3, -1) xd 0.069 -0.166 (3, -1) xd 0.037 -0.040

BeH2 � � � LiH cyclic-C3

(3, -1) xa 0.085 -0.069

(3, -1) xb 0.064 -0.062

(3, -1) xc 0.064 -0.062

(3, -1) xd 0.027 -0.039

(3, -1) xe 0.027 -0.039

(3, ?1) o 0.024 -0.030

a The signs of L(A) in this table are opposite to the signs presented in Table 3 in Ref. [5]
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NMR results

The main purpose of this paper is to study the changes of

the NMR parameters induced by the complexation. In a

relative quantity such as the binary chemical shift, the

method used and the basis set effects are expected to cancel

out for the most part in the complex. First, let us start the

discussion on the changes of the shielding constants in

linear complexes L1 and L2. They are presented in

Table 5. Both linear complexes contain the intermolecular

contact Li� � �H1, therefore the changes noticed on r(H1) is

the most important. These shielding constants r(H1)

increase by 4.1 ppm (L1) or 1.9 ppm (L2) under com-

plexation in comparison to the monomers, in agreement

with the increase the charges on these nuclei H partici-

pating on the intermolecular bond. It is contrary to the

changes of this parameter found in many conventional

hydrogen bonds. Furthermore, the formation of the cyclic

complexes causes a small decrease of the r(H) shielding

constant of dangling protons in C2 and C3, as well as this

proton engaged in the ring.

The results of the spin–spin coupling constant calcula-

tions at B3LYP/aug-pcS-0 are illustrated in Table 6. Let us

analyze first the change of the intramolecular SSCCs

caused by the formation of the complexes L1 and L2. They

are obtained as a difference between the SSCC in the

complexes and in the monomers. In agreement with

expectations, the 1JBe–H1 in L1 and L2 complexes decrea-

ses (in term of absolute value) in respect to BeH2 under the

formation of the complexes from -32.8 to -24.7 (L1) or to

-25.3 Hz (L2). Smaller changes are reported for this

coupling in C2 and C3 structures. The hydrogen-bond-

transmitted intermolecular 1HJLi–H1 coupling are positive

and vary from 7.0 Hz (L1) to 4.9 Hz (L2). These values are

similar as in the complexes with conventional hydrogen

bonds.

Conclusions

The formation of the so-called inverse hydrogen bond, in

which the proton atom posses excess of negative charge,

changes electronic structure of the subunits. We have

carried out a systematic analysis of the model complexes

investigating, how these changes affect the IR spectra and

the NMR parameters. The bonding in the complexes has

been analyzed by Symmetry-Adapted Perturbation Theory

to provide insight into the nature of the interaction. The

most important results are summarized below.

1. The minima was found for linear (L1, L2) and cyclic

(C1, C2, C3) structures of HLi� � �HBeH, FLi� � �HBeH

complexes. The interaction energy of the cyclic

complexes is significantly larger—these systems can-

not be considered as structures with hydrogen bonds.

Table 4 The harmonic vibration frequencies for monomers and for

linear complexes (calculated on the MP2/aug-cc-pVDZ level)

m (cm-1) m (cm-1) Dm(cm-1) a

Monomer HBeH� � �LiH

LiH 1379 1370 -9

735b 704b -31

BeH2 2050 2117 67

2267 2321 54

Monomer HBeH� � �LiF

LiF 863 854 -9

735b 703b -32

BeH2 2050 2117 67

2267 2320 53

a mdimer - mmonomer

b Degenerated oscillation

Table 5 NMR shielding constants (ppm) and their isotropic and

anisotropy part for monomers and the complexes (calculated on the

B3LYP/aug-pcS-0 level)

Atom riso (ppm) rani (ppm) Atom riso (ppm) rani (ppm)

LiH LiF

Li 91.6 14.3 Li 90.7 21.2

H 26.1 2.4 F 366.1 168.5

BeH2 BeF2

Be 91.1 86.3 Be 116.4 72.4

H 28.3 3.8 F 387.8 140.6

BeF2� � �LiH cyclic–C1

Be 114.5 28.8 Li 91.8 7.4

F1 343.9 89.2 H 29.1 4.0

F2 326.0 105.2

BeH2� � �LiF cyclic–C2

Be 104.1 25.9 Li 91.6 7.5

F 310.2 220.4 H1 27.7 3.1

H2 28.4 1.5

BeH2� � �LiF linear–L1

Be 95.3 79.8 Li 91.1 23.7

F 374.2 157.1 H1 30.2 4.7

H2 27.8 4.3

BeH2� � �LiH cyclic-C3

Be 95.2 24.2 Li 87.8 7.6

H1 26.9 2.0 H2 27.2 4.5

H3 27.2 4.5

BeH2� � �LiH linear–L2

Be 95.8 79.0 Li 89.7 20.2

H1 30.2 4.4 H2 27.9 4.2

H3 26.3 2.9
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2. The SAPT decomposition of the interaction energy

confirms that the inverse hydrogen bond systems L1

and L2 are bound predominantly by electrostatic-

exchange-induction terms, and much less, by disper-

sion component, while for the water dimer—a typical

conventional hydrogen bond system, the electrostatic

component constitutes ca 90 % of the interaction

energy and the induction and dispersion energies are

nearly equal magnitude. These data are the most

noticeable difference between the inverse and conven-

tional hydrogen bonds.

3. The higher, blue-shifted value of mBe–H (in comparison

to the BeH2) was found in the linear complexes. This

means that LiH and LiF molecules stabilize the

monomer unit by strengthening the Be–H bond and

enhance the ionic nature of the HBeH unit.

4. One of the main difference observed between the

model inverse and conventional hydrogen bonds are

the NMR shielding constants of r(H) participating in

the H-bonds. The formation of the inverse hydrogen

bond increase the NMR shielding values in compar-

ison to the monomers. It is contrary to the changes of

this parameter found in many conventional hydrogen

bonds. Furthermore, the hydrogen-bond-transmitted

intermolecular 1HJLi–H couplings are positive and vary

from 7.0 Hz (L1) to 4.9 Hz (L2), and these values are

similar as in the complexes with conventional hydro-

gen bonds.
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