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Abstract

The Moon and Mercury are airless bodies, thus they are directly exposed to the ambient
plasma (ions and electrons), to photons mostly from the Sun from infrared range all the way
to X-rays, and to meteoroid fluxes. Direct exposure to these exogenic sources has impor-
tant consequences for the formation and evolution of planetary surfaces, including altering
their chemical makeup and optical properties, and generating neutral gas exosphere. The
formation of a thin atmosphere, more specifically a surface bound exosphere, the relevant
physical processes for the particle release, particle loss, and the drivers behind these pro-
cesses are discussed in this review.
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Fig. 1 Summary of the processes acting on the surface of airless planetary bodies, typically covered by
regolith of heterogeneous in composition. Figure reproduced from Pieters and Noble (2016), with permission

1 Space Environment

The Moon and Mercury are planetary bodies without a substantial atmosphere, there is only
a thin collisionless atmosphere, which is called exosphere. Thus, their surfaces are directly
exposed to the ambient plasma (ions and electrons), to energetic particles, to photons mostly
from the Sun ranging from the infrared range all the way to X-rays, and to meteoroid fluxes.
Direct exposure to these exogenic sources has important consequences for the formation
and evolution of planetary surfaces, including altering the chemical makeup of the surface
material, formation of the regolith, and significantly modifying optical properties of the
surface. These alterations of planetary surfaces are referred to as space weathering in the
literature.

Figure 1 shows an overview of the processes acting on the surface of the Moon or Mer-
cury. Actually, the processes illustrated in Fig. 1 apply to the many planetary objects of our
solar system that are not protected against these external agents by a sufficient atmosphere.

These external agents are responsible for the formation of a neutral gas exosphere, and
the escape of a fraction of particles from this exosphere into space. Since the particles in the
exosphere have their origin at the surface of the Moon or Mercury, we speak of a surface
bound exosphere. The origin of the exospheric particles, the relevant physical processes for
the particle release, the loss of particles from the exosphere to interplanetary space, and the
drivers behind these processes are the main topic of this review.

1.1 Space Weathering

The effects of these external agents on the surface of airless planetary bodies are discussed
in the literature as space weathering. Space weathering is very important for studies of plan-
etary bodies by remote sensing because it causes major changes in the optical properties of
the surfaces over time. Micrometeorites, solar wind plasma and electromagnetic radiation
bombard the surfaces of Mercury, moons, and asteroids without atmospheres during billions
of years. Therefore, these processes can have important effects on the regolith, which can
result in particle implantation, chemical modification of surface material, surface spectral
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alterations (darkening, reddening and subdued absorption bands), and the distinctive mag-
netic electron spin resonance caused by single-domain metallic iron particles (e.g., Hapke
2001; Noble et al. 2007; Pieters and Noble 2016).

Space weathering gradually alters unprotected surfaces that are exposed to the harsh
space environment to some degree in their chemical composition and physical properties. As
illustrated in Fig. 1, there are multiple processes that act simultaneously, at times together,
to alter surface materials in different efficiencies. Understanding the causes and the effects,
however, is not simple.

Two important parameters that can be found in the space weather-related literature are
soil maturity and exposure age. Soil maturity describes the degree to which a given sur-
face material has accumulated space-weathering products (e.g., Morris 1977; Lucey et al.
2000), while the exposure age is a quantitative laboratory measure of how long soil or rock
grains have been exposed to space. The latter is ascertained on measurements of accumu-
lated products such as solar wind noble gases or cosmic ray tracks (e.g., Zinner 1980; Berger
and Keller 2015). One can group space weathering processes more or less in two broad cat-
egories (see Fig. 1) that are related to: 1) random impacts by small particles throughout the
solar system and ii) irradiation by electromagnetic radiation (e.g., solar X-ray, EUV, flares),
and plasma from the Sun (solar wind, Coronal Mass Ejections (CMEs), solar energetic par-
ticles (SEPs)), galactic sources (cosmic rays, gamma-ray bursts, etc.), or magnetosphere
accelerated ionized particles (magnetic storms, etc.).

Solar X-rays, EUV radiation, solar wind electrons and ions will excite atoms at the sur-
face of airless planetary bodies, which can produce line emission and bremsstrahlung. This
makes it possible to infer information on the surface composition from measured X-ray flu-
orescent spectra. On the Moon, on Mercury, and other solar system bodies, solar-induced
X-ray emissions from the surfaces have been used to infer element abundances (e.g., Adler
and Trombka 1977; Banerjee and Vadawale 2010; Okada et al. 2009; Starr et al. 2012).

Incident solar wind protons will be implanted in the regolith of an airless body where
they can excite and ionize other atoms. Moreover, high-energy particles produce various
types of physical and chemical defects and hence cause chemical alteration of the surfaces
(e.g. Mura et al. 2009; Tucker et al. 2019). On the Moon it is expected that the diffusion of H
atoms is lower when the atoms form metastable bonds with O atoms (Tucker et al. 2019). H
atoms that diffuse can also recombine with another H atom, leading to the direct formation
of H, that is then degassed into the exosphere.

The incident high-energy protons of SEPs (~MeV) may cause dielectric breakdown of
the lunar regolith, in particular in the shadowed regions inside the polar craters (Jordan et al.
2015, 2017; Jordan 2021). The dielectric breakdown may alter the porosity of the subsurface
(~1 mm), facilitating vaporization of volatile elements in the regolith. The same process
may also take place at the surface of other airless bodies including Mercury.

1.2 Mercury'’s Space Environment

The space environment of Mercury is dominated by its interaction with the Sun, which, ow-
ing to its close proximity, is the most intense of all the planets in the solar system (Milillo
et al. 2020). As the solar wind expands radially outwards throughout the heliosphere, the
plasma density and interplanetary magnetic field (IMF) magnitude decrease with distance
from the Sun (Russell et al. 1988). This has important consequences on both the plasma
conditions at Mercury’s orbit as well as the planet’s interaction with the solar wind. As
Mercury travels through its elliptical orbit between 0.31-0.46 AU distance, it experiences
solar wind proton densities that are 5-10 times higher than at the Earth and IMF magnitudes
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Fig.2 Mercury’s miniature magnetosphere. Figure adapted from Zurbuchen et al. (2011) with permission

that are 3—5 times higher (Masters 2018). Mercury is partially shielded from this interaction
by a weak planetary dipole magnetic field of 190 nT-R3,, which has an offset northwards
by about 490 km (Anderson et al. 2012; Johnson et al. 2012). The magnetic dipole forms
a permanent intrinsic magnetosphere similar to that of the Earth, though much smaller in
size (Fig. 2). The plasma populations and processes resulting from the interaction between
Mercury’s magnetic field and the solar wind plasma, leading to the formation of Mercury’s
magnetosphere, have been reviewed by Seki et al. (2015). The combination of higher solar
wind density and IMF strength promotes frequent magnetic reconnection of the IMF with
Mercury’s planetary magnetic field (DiBraccio 2013; Slavin et al. 2014). Magnetic recon-
nection is a process that rearranges the topology of magnetic fields, releases magnetic energy
and results in the acceleration of plasma; it is the primary mechanism in energizing space
plasmas (see book by Gonzalez and Parker 2016). This process brings energy, plasma and
magnetic flux into Mercury’s magnetospheric system, and produces wide-ranging effects
on the surface, exosphere and magnetosphere. The stripping away of the dayside magneto-
sphere drives Earth-like Dungey cycle plasma convection (Dungey 1963; Slavin et al. 2009)
that circulates plasma and magnetic flux into the nightside magnetosphere and drives mag-
netic reconnection in the magnetotail.

The rate of reconnection at the Earth’s magnetopause is very low when the IMF By
is positive, but increases rapidly as By becomes strongly negative. The underlying reason
for this well-known “half-wave rectifier effect” in the response of Earth’s magnetosphere
to IMF clock angle is attributed to the relatively high plasma beta, the ratio of kinetic to
magnetic pressure, in the magnetosheath. Under these conditions the magnetic field just in-
side the magnetopause is much larger than that in the magnetosheath and the reconnection
rate is reduced relative to situations where the magnetic fields on the inside and outside of
the magnetopause are similar (Sonnerup 1974; Koga et al. 2019). The low Alfvenic Mach
numbers in the inner heliosphere reduce plasma beta in Mercury’s magnetosheath relative
to conditions at Earth (Gershman et al. 2013). For this reason, the magnetic fields on the
inside and outside of Mercury’s magnetopause are similar in contrast to Earth, and the re-
connection rates measured by MESSENGER are indeed significantly higher than typically
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found at Earth (Slavin et al. 2021). As at Earth, magnetopause reconnection rate and related
phenomena such as flux transfer events are observed to become more frequent and intense
with increasingly negative IMF By at Mercury (DiBraccio 2013; Leyser et al. 2017; Sun
et al. 2020). For this reason, the high rates of reconnection at Mercury still drive the injec-
tion of large fluxes of solar wind plasma into the magnetospheric cusps and high levels of
magnetic flux transfer into the magnetotail even for positive IMF B and more modest IMF
clock angles (Slavin et al. 2014; Sun et al. 2020). Overall, however, reconnection at Mer-
cury’s magnetopause has been observed to be less sensitive to magnetic shear angle than at
Earth (Slavin et al. 2014) primarily due to lower plasma beta values (Gershman et al. 2013;
Slavin et al. 2014). High-time resolution magnetic field and plasma measurements from
MESSENGER indicate that magnetopause reconnection is dominated by the formation of
flux transfer events (FTE)—type flux ropes that channel accelerated solar wind plasma from
the reconnection site into the magnetospheric cusps down to the surface (Slavin et al. 2020).
FTEs have been observed at Earth before (see Lee and Fu 1985) but occur much more
frequent at Mercury. MHD simulations with embedded particle-in-cell computations have
shown that FTE-type flux ropes form frequently under the action of highly dynamic recon-
nection at multiple X-lines at the dayside magnetopauses of planetary magnetospheres even
in the presence of only small angular shears between the interplanetary magnetic field and
the planetary field (Chen et al. 2017).

Closer to and within the magnetospheric cusps the solar wind plasma takes the form of
cusp plasma filaments when channeled downward by the FTE (Slavin et al. 2012; Poh et al.
2016). Multiple FTEs are frequently observed as “showers” with the individual flux rope
events separated by only a few seconds and the total number identified while MESSEN-
GER was near the magnetopause reaching 10 to 100 (Slavin et al. 2014). MESSENGER
observations have shown that these FTE showers are observed on approximately 50% of the
dayside MESSENGER orbits and that the FTE showers contribute up to 85% of the mag-
netic flux transferred from the dayside to the nightside magnetosphere into the lobes of the
magnetotail during Mercury’s Dungey cycle (Sun et al. 2020). Examination of MESSEN-
GER FIPS plasma measurements in the vicinity of the northern magnetospheric cusp during
FTE showers has revealed the formation of a cusp entry layer with strong enhancements
in the downward flux of solar wind protons and Na-group ions (Na through Si) originating
from the surface due to sputtering by impacting ions (Sun et al. 2022). The flux of solar wind
protons impacting on the surface in and around the cusp is found to increase from order 10%*
to 10%° s~! during FTE showers (Sun et al. 2022).

Magnetic reconnection on the dayside magnetopause allows entry of solar wind plasma
which is energized and funneled into the magnetospheric cusps where it travels along mag-
netic field lines towards the planetary surface. Particles that are injected with sufficiently
field-aligned pitch angles (i.e., the angle between the particle velocity direction with respect
to the magnetic field) will not be reflected away by the increasing magnetic field strength
closer to the planet, but will instead impact on Mercury’s surface. Orientations in the —By
or + By directions will act to shift the cusp dawnwards or duskwards, respectively (Massetti
et al. 2003; Jasinski et al. 2017). Continuous reconnection at — Bz orientations will act to
lower the cusp in latitude, resulting in particle impact on the surface occurring closer to the
equator (e.g. Raines et al. 2022). A lower southern extent of the cusp due to reconnection at
times of — Bz would also imply an altogether wider latitudinal extent (e.g., Winslow et al.
2012, 2014, 2017). The IMF magnitude is also important; higher magnitudes will produce
higher parallel electric fields, which will accelerate more protons along the magnetic field
increasing the fluxes and the energies of the particles impacting on the surface (simulations
of reconnection from e.g., Egedal et al. 2012; Li et al. 2017; and Mercury observations e.g.
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Fig.3 Total B and the B; component of the magnetic field measured by MESSENGER during likely ICME
intervals in 2014 (panels a-b) and 2015 (panels c-d). The black trace displays the full rate magnetometer
data (20 s—1), while the red trace depicts the smoothed data. The bow shock and magnetopause crossings
are labelled “BS: and “MP.” Panel e: The solar wind interaction with Mercury during these disappearing
dayside magnetosphere (DDM) events is illustrated in the right-hand image. The magnetic field lines due to
the core dynamo and the induction currents on the core surface are shown in yellow and green, respectively.
The incident solar wind and very near bow shock are shown with yellow-orange arrows and red conic section
(adapted from Slavin et al. 2019)

Jasinski et al. 2017). By using MAG and FIPS data on MESSENGER it was observed that
weaker IMF magnitudes at Mercury are responsible for ion velocity distributions after re-
connection that are more likely to be reflected in the cusp fields and therefore these ions do
not impact on the surface of Mercury (Jasinski et al. 2017).

During ICME impacts Mercury experiences very high dynamic pressure from the solar
wind and strong southward interplanetary magnetic fields (Slavin et al. 2014, 2019; Winslow
et al. 2020). Slavin et al. (2019) reported that the usual B, > 0 closed magnetic flux dayside
magnetosphere situated between the north and south cusps is replaced by the most intense
showers of FTEs observed by MESSENGER (i.e., the large variance in B-total and B, just
sunward of the magnetopause shown in Fig. 3). The magnetopause is observed only at very
high latitudes just sunward of Mercury’s terminator plane. The average B, magnetic field
(Fig. 3 red trace) becomes positive nowhere indicating, consistent with the very high latitude
magnetopause crossings, that MESSENGER did not observe closed dayside magnetic flux
even though it reached altitudes as low as ~300 to 400 km. The magnetic flux removed
from the dayside is split between the flux compressed into the crust by the extremely high
solar wind pressure and an intensified Dungey circulation of mostly FTE-type flux ropes
forming near the magnetopause and the nightside magnetosphere. It is important to note
that MESSENGER observed the bow shock to be very close to the Mercury during these
DDM events (see Fig. 3e) implying direct solar wind impact and absorption over nearly the
entire dayside hemisphere of Mercury (Slavin et al. 2019).

MESSENGER observations of weaker IMCEs and high-speed solar wind interactions
with Mercury’s magnetosphere have been investigated with global MHD simulations. The
results reproduced the measured magnetic field and found that solar wind compression, the
generation of induction currents on the surface of Mercury’s iron core and reconnection-
driven magnetic flux transfer into the tail are all important to understanding these interac-
tions under extreme solar wind forcing (Jia et al. 2015). Similar simulations have been done
by Heyner et al. (2016) and follow-up studies were done by Jia et al. (2019). Further global
simulations are planned or are underway for these very strong ICMEs reported by Slavin
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et al. (2019) and Winslow et al. (2020). As suggested by the DDM illustration in Fig. 3,
these simulations are expected to provide new windows into the effect of intense solar wind
and interplanetary magnetic fields on magnetized planets in close orbits about their stars
everywhere. A three-dimensional ten-moment MHD multifluid model which incorporates
the nonideal effects including the Hall effect, electron inertia, and tensorial pressures was
used for investigating collisionless magnetic reconnection in Mercury’s magnetotail and at
its magnetopause (Dong et al. 2019).

On the nightside in Mercury’s magnetotail, reconnection-driven convection causes
plasma impact on the surface there as well (Kallio and Janhunen 2003; Fatemi et al. 2020).
Transport of plasma and magnetic flux from the dayside loads the magnetotail, until it is
released by reconnection in the tail (Slavin et al. 2021; Imber and Slavin 2017). This pro-
cess accelerates plasma toward the nightside of the planet, where a fraction of it may impact
the surface. Based on models from Earth (Suszcynsky et al. 1993; Shiokawa et al. 1993)
the impacting particles, mostly protons and electrons originating from the solar wind, are
thought to be deflected by the planetary magnetic field and reach the surface near the open-
closed field line boundary in the plasma sheet horns (see also review by Raines et al. 2015).
Evidence of this flow braking and subsequent flux pileup has been inferred from analysis
of magnetic dipolarization signatures (Dewey et al. 2020). Furthermore, a pattern of X-ray
emissions originating from this region were attributed to electrons impacting on the surface
(Lindsay et al. 2016), later corroborated by observations of energetic electrons that could be
mapped to the same location (Dewey et al. 2017). These bands of impacts on the surface are
analogous to the auroral regions at Earth. The latitudinal center and extent of these bands
vary considerably, most likely due to space weather conditions and appear to be mostly pro-
tons and electrons. In extreme cases, plasma accelerated toward the nightside surface may
not be deflected at all and impact broadly on the surface there. The conditions under which
this may happen are not fully understood, though there are several measures of the state of
the magnetosphere which are part of the puzzle. The magnetic flux content of the magne-
totail, which can be observed through the rise and fall in the lobe magnetic field strength,
provides some evidence of mis-matched dayside and nightside reconnection rates (Slavin
et al. 2021; Imber and Slavin 2017). Several signatures of magnetic reconnection are as-
sociated with magnetic dipolarizations (Sun et al. 2016; Dewey et al. 2017), suprathermal
protons (Sun et al. 2017, 2018), the substorm current wedge (Poh et al. 2017) and fast plasma
flows (Dewey et al. 2018). Regardless of how it is controlled, particle impact on the night-
side (see Fig. 15 below) likely contributes to Mercury’s exosphere most of the time, possibly
significantly under some circumstances.

High solar wind pressures, especially during CMEs, can compress the magnetosphere.
Due to Mercury’s large internal iron core, variations in the solar wind pressure drive in-
duction currents inside the planet core that act to increase the strength of the dipole field
(Slavin et al. 2014). Increases of up to 30% of the magnetic dipole field have been observed
during CME events where the dynamic pressure can reach up to ~90 nPa in comparison to
typical values of 10-15 nPa (Jia et al. 2019). This induction effect produces additional mag-
netic flux to the magnetosphere. In contrast, dayside magnetic reconnection acts to erode
the magnetospheric flux. Therefore, the location of the magnetopause and subsequent size
of the magnetosphere is the result of the balance between dayside magnetic reconnection
and magnetic induction.

Models have been able to shed significant light on the system and reproduce some of
the observed behavior. In general, two types of simulation models have been applied to
study the global structure of the Hermean magnetosphere: magnetohydrodynamics (MHD),
where both ions and electrons are considered as fluid, and hybrid model of plasma, where

@ Springer



10 Page80f83 P.Wurz et al.

ions are treated as kinetic macro-particles and electrons are considered as a charge neutral-
izing fluid. These models have been used to study the Hermean magnetospheric response
to the solar wind plasma and IMF configurations, and have found that the structure of the
Hermean magnetosphere is highly dynamic and controlled by the upstream solar wind varia-
tions (e.g., Kabin et al. 2000; Ip and Kopp 2002; Kallio and Janhunen 2004; Travnicek et al.
2007; Miiller et al. 2012; Jia et al. 2015; Fatemi et al. 2018; Exner et al. 2018). In agreement
with observations and theoretical investigations, both MHD and hybrid simulations have
suggested that the magnetospheric cusps are the main channels where the solar wind plasma
impacts on the surface at high latitudes of Mercury while the closed field lines at low lati-
tudes considerably limit the access of plasma to the surface (Kabin et al. 2000; Ip and Kopp
2002; Kallio and Janhunen 2003; Massetti et al. 2007; Benna et al. 2010; Travnicek et al.
2010; Schrijver et al. 2011; Richer et al. 2012; Varela et al. 2015; Hercik et al. 2016; Fatemi
et al. 2020). Both of these fundamentally different numerical models have also suggested
that the magnetic reconnection, especially during a southward oriented IMF, facilitates the
access of plasma to the surface through magnetospheric cusps on the dayside, and to the
mid- to high-latitudes on the nightside (e.g., Kallio and Janhunen 2003; Massetti et al. 2017;
Mura et al. 2005; Richer et al. 2012; Varela et al. 2015; Hercik et al. 2016; Fatemi et al.
2020).

1.3 Lunar Space Environment

Because of the absence of global shielding by a thick atmosphere or by an intrinsic mag-
netic field of internal dynamo origin, the bulk of the lunar surface is directly exposed to the
ambient space environment. The formation of the lunar exosphere is driven by incoming
fluxes of mass and energy from space, including those of meteorites, photons, and charged
particles, which will be discussed in Sects. 2—6 below. The bombardment by these drivers
may not be homogeneous nor stable in time, with each driver exhibiting different spatial and
temporal variabilities. Therefore, the lunar surface is very vulnerable to surface weathering
processes, and in fact, the lunar surface is the best place to study the full range of space
weathering effects in situ, because of its relatively easy access with spacecraft for detailed
observations. The lunar surface might serve as a proxy for space weathering for the many
planetary objects that are equally unprotected against space weathering, and which are only
observed spectroscopically.

The influx of charged particles to the lunar surface is determined by the plasma sur-
rounding the Moon. The Moon is exposed to plasma environments with very different
plasma characteristics as it orbits around the Earth. While the Moon spends nearly three
quarters of its orbit in the solar wind, the Moon is also exposed to the terrestrial magne-
tosheath and magnetotail plasmas. The solar wind (e.g., Marsch 2006) covers much of each
lunation and is often thought of as one of the major drivers for the lunar exosphere. The
solar wind is tremendously variable in all its properties even at 1 AU, with flow speeds
of ~250-1000 kms~!, densities of ~0.1-200 cm~3, and ion and electron temperatures of
~0.1-500 eV (Gosling et al. 1971; Crooker et al. 2000; Wilson et al. 2018). Some of the
most extreme solar wind conditions are seen during coronal mass ejections, which typi-
cally have high speed and density but low temperature plasma, often surrounded by a hotter
“sheath” Lepri and Zurbuchen (2004, 2010). These events can strongly alter the lunar en-
vironment, including the near-surface electrostatic characteristics (Farrell et al. 2012). The
heavy ion content of the solar wind also varies tremendously during such events (Wurz et al.
2001, 2003), with potential implications for sputtering (Killen et al. 2012).
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A notable subset of the upstream region is the terrestrial foreshock, which is the portion
of the solar wind magnetically connected to the terrestrial bow shock and thus filled with
ions and electrons back-streaming from the shock, which drive a variety of plasma waves
(e.g., Eastwood et al. 2005). Downstream of the bow shock exists the magnetosheath (e.g.,
Lucek et al. 2005), which contains compressed, decelerated, deflected, and heated solar
wind plasma. Though slowed, the magnetosheath flow typically remains supersonic at lunar
distance since the shock is highly oblique in the flank. Around the full Moon, the Moon is
located within the terrestrial magnetotail, in which tenuous plasmas of both solar wind and
ionospheric origins are present, with energy spectra that can vary substantially depending
on geomagnetic activities and on the Moon’s position with respect to the terrestrial plasma
sheet and tail lobes.

The incident charged particle fluxes can vary markedly between the dayside and night-
side of the Moon. Much of the incoming plasma is absorbed and/or neutralized on the up-
stream side of the lunar surface (corresponding to the dayside in the solar wind and magne-
tosheath), resulting in the formation of a plasma void and wake structure downstream of the
Moon (e.g., Halekas et al. 2015). Because of the release of photoelectrons, the lunar dayside
charges up positively, to <+20 V, and on the lunar night side in the absence of the photons
the surface charges up negatively because the plasma electrons from the tenuous plasma in
the wake dominate the charging interaction with the surface (Stubbs et al. 2007). In the wake
the surface potential is up —200 V (up to —600 V in the plasma sheet), forming a negative
potential structure, thereby decelerating and partly reflecting the electrons directed to the
surface (Halekas et al. 2005, 2008a, 2011). In general, ions in a supersonic flow do not have
direct access to the near-Moon wake, though a variety of entry mechanisms are discussed
(Nishino et al. 2009a, 2009b; Futaana et al. 2010, Dhanya et al. 2013, Halekas et al. 2014a).
Thus, the nightside of the Moon is generally subject to much lower (but not completely zero)
incident fluxes of ions and electrons compared with those on the dayside when the Moon,
which is located in the solar wind and magnetosheath, as has been observed in energetic
neutral atom reflection ratios (Vorburger et al. 2016). The situation is more complicated
in the terrestrial magnetotail, where both sunward and anti-sunward flows commonly exist
(Troshichev et al. 1999; @ieroset et al. 2002).

Additionally, the velocity distributions of impacting ions and electrons can be modified
by local shielding effects of the crustal magnetic fields (e.g., Dyal et al. 1974) and by wave-
particle interactions (e.g., Harada and Halekas 2016; Nakagawa 2016). As evident from or-
bital observations of enhanced fluxes of reflected electrons and ions (Anderson et al. 1975;
Lue et al. 2011; Saito et al. 2010, 2012) and decreased fluxes of surface-scattered neutral
atoms (Vorburger et al. 2012, 2013) above lunar magnetic anomalies, strongly magnetized
areas of the lunar surface are shielded from some fraction of the incident particle fluxes,
while proton fluxes may be enhanced in the surrounding regions by the solar wind deflec-
tion (Wieser et al. 2010; Futaana et al. 2013). Some observations suggest that the velocity
distributions of downward-travelling particles are altered from those of the pristine ambi-
ent plasma by interactions with plasma waves in the near-Moon space (Halekas et al. 2012;
Harada et al. 2014a, 2014b) and possibly with a shock driven by reflected protons (Halekas
et al. 2014b). Details of electron and ion fluxes at the Moon are described in Sects. 5.3 and
6.6, respectively.
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2 Thermal Release
2.1 Theoretical Description

Thermal desorption will be responsible for the release volatile species present on the surface
into the exosphere. In that case the sublimation rate of the species at the prevailing temper-
ature of the surface will determine the amount of released material, if the reservoir on the
surface is not exhausted. Which species is volatile is determined by the surface temperature
and the corresponding sublimation rate. For the sublimation flux, @,;, often the expression:

@, =vs (T) C; exp (%) 1
B

is used (Hunten et al. 1988), where v & 10'3 s~ is the assumed vibration frequency of a
species at the surface, s (T) is the total surface number density, C; is the fraction of species
i on the surface, U is the activation energy, kp the Boltzmann constant, and 7 the surface
temperature. Equation (1) is derived from the residence time, t, of an adsorbate atom or
molecule on a surface (Bernatowicz and Podosek 1991):

7oo(r)
T=——exp| — 2)
kgT kgT

with £ the Planck constant. The vibration frequency of a species at the surface is v = # and
is only a function of temperature in Eq. (2). For Mercury v is in the range from 2.2 - 10'2 s~!
to 1.5- 103 57!, and for the Moon v is in the range from 2.2 - 10?2 s7! t0 9.4 . 1012 s™!,
Moreover, all the energetics of the release is captured in the surface activation energy U.
Unfortunately, Eq. (1) is a severe simplification of sublimation rate, and can be off by orders
of magnitude. It is much better to use the measured sublimation data, which are given in the
form

n A
In(pi) = Ao+ 75 ©)
j=1

where p; is the equilibrium vapor pressure of species i, at the temperature 7', and the A; are
constants determined experimentally for a substance (e.g. Fray and Schmitt 2009).

Note that the sublimation data are mostly given for pure substances. If the amount of
material to evaporate becomes less than a monolayer, the range of binding energies, also
referred to as activation energies, to the underlying material has to be considered. If the
binding energy changes, the ratio U/T in the exponential term changes (see Eq. (1)), result-
ing in significant change in the sublimation flux. The underlying surface material ideally is
an atomically flat surface, but much more realistically the surface has steps, voids, cracks,
defects, and other structures on the surface, which will have different activation energies,
likely higher than for the pure substance. These different binding energies, or their range,
are not known for any realistic planetary surfaces. Possible ranges for these binding energies
(0.6-1.2 eV) have been simulated for solar wind implantation of H, its diffusion, and final
release as H, from a surface (Farrell et al. 2007).

From the vapor pressure we get of the flux of released volatile species from the surface

& 1 [8kgT Di ith Di @)
=n;— = wi n; =
th 14 Tm; ./2nkBTm,- ' kBT

@ Springer



Particles and Photons as Drivers for Particle Release... Page 110f83 10

where n; is the corresponding number density of the exospheric species i at the surface.

Of course, the reservoir of volatile species on the surface must be able to support this
sublimation flux, either by its volume, or by fluxes to the surface, via diffusion from be-
low the surface and the return fluxes from the exosphere. If the sublimation flux cannot be
supported, then the actual released volatile flux is source limited to whatever is available at
the surface for sublimation. For example, all Ar is in the lunar exosphere on the dayside,
but it condenses out on the lunar surface on the lunar nightside (Stern 1999). To maintain
a constant Ar density in the lunar or hermean exosphere the Ar lost from the exosphere by
escape and ionization has to be replenished by diffusion from the interior (Killen 2002).

Given the large range of surface temperatures on the Moon (Williams et al. 2017), and
the even larger range on Mercury (Chase et al. 1976), governed by solar illumination on
the dayside and radiation to cold space on the nightside, the thermal release is highly vari-
able with local time. For a rocky body the day-side temperature follows a “1/4” law in a
good approximation, with 7p,,x the temperature at the sub-solar point and 7,,;,the night-side
temperature all the way to the terminator. Thus, we can write the local surface temperature
as

Tmin + (Tmax - Tmin) (COS¢COSG)1/4 ) for 0 < |9| < %
Tonin for 7 <[0] <7

To(9,0) = { (&)

with the longitude 6 being measured from the planet-Sun axis and the latitude ¢ measured
from the planetary equator. The simple “1/4” law, presented in Eq. (5), neglects the thermal
inertia of the lithosphere and local albedo and emissivity variations. To determine the effec-
tive temperature at the subsolar point, Tiyax, We use the Stefan—-Boltzmann law for blackbody

radiation to obtain
1/4
RSun 2 l—«o
Tmax ~ TSun R (6)
orb &

where T is the effective temperature of the surface, R, is the distance to the Sun, Rg,,
is the solar radius, Ts,, ~ 5778 K is the effective solar surface temperature, « is the bond
albedo, with otpercury = 0.07 (Mallama et al. 2002) and o0, = 0.14 (Matthews 2008), and
¢ is the emissivity, with eyereury = 0.9 (Murcray et al. 1970; Saari and Shorthill 1972; Hale
and Hapke 2002) and &/,,, = 0.9 (Gaidos et al. 2006).

Typical volatile species released thermally considered for the Moon (Stern 1999) and
Mercury (Killen et al. 2007) are H, He, Ar, Ne, H,, O,, N,, HO, OH, and CO,. Some of
these volatile species freeze out on the night side of the Moon and Mercury, like H,O and
CO, and are released again at dawn. Given the high temperatures at and near the sub-solar
point also species like Na or K can be considered volatile.

Diffusion of volatile species to the surface that were trapped in solids, for example noble
gases, will contribute to the available inventory of volatiles to be released into the exosphere.
Probably H, H,, He and Ne in the exosphere of the Moon and Mercury originate mostly
from the solar wind being implanted into the surface material. Given the typical exposure of
the surface to solar wind it will be saturated with solar wind material, which means that the
implanted flux of ions matches the released flux of volatiles by diffusion. This was suggested
for the Moon already a while ago (e.g., Hinton and Taeusch 1964; Johnson 1971; Hodges
1973, 1980). For example, assuming this scenario in a calculation the obtained H, density
was 2100 cm™> (Wurz et al. 2012), which was confirmed later by measurements from the
LAMP UV spectrograph on the Lunar Reconnaissance Orbiter (Stern et al. 2013). A detailed
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study of the solar wind proton implantation into the regolith, the diffusion of H inside the
regolith, possible chemical reactions of the H to form H, and OH, and the diffusion of these
volatiles to the surface were presented by Tucker et al. (2019).

We assume a complete thermal accommodation of the sublimating volatile species with
the local surface, thus a Maxwell-Boltzmann velocity distribution, f (v), describes the re-
lease of sublimated particles.

3
m 2 2 —mp?
v2e BT 7
27TkBT> ¢ ( )

f(v):4n<

The angular dependence is constant in azimuth angle and has the sine-dependence on the
polar angle. For particles falling back to the surface and being re-released (no permanent
sticking), the Maxwell-Boltzmann velocity distribution is also valid, even if the particles
were initially released by a non-thermal process, because of the fast thermal accommodation
at the surface (see Eq. (2)). The reason for the thermal accommodation is that the surface
material is a fine-grained soil, regolith, with high porosity and particles sizes of 100 um
and less (Langevin 1997; Cooper et al. 2001), causing the particles to undergo multiple
collisions with the highly structured regolith grains, making a thermal accommodation very
likely.

One can use Gaussian deviates to sample the Maxwell-Boltzmann distribution for numer-
ical analysis of exospheric particles, at a given temperature, i.e., the local surface tempera-
ture or at an elevated temperature. A set of three Gaussian deviates is needed to determine
the components of a velocity vector for the thermal particle release at the surface. The Gaus-
sian deviates, denoted G;, are calculated by using the relation given in (Zelen and Severo
1965; Hodges 1973):

Gi =y —2In(p;)cos (2mq;) ®)

where p; and ¢g; are uniform deviates for the three spatial directions, ranging between 0
and 1. The variance of each G; is 1 (for i = 1,2, 3). The initial velocity vector, _v)o =
(v1, v2, v3), at the start of the particle trajectory on the surface is

To= | CG+7 x5 ©)
ks To

with particle mass m, the Boltzmann constant kg, Ty the main temperature of the released
. . = .
particle, 7 the release location on the surface, and £2 the rotation vector of the planet. The

particle velocity v, at the point of origin on the surface is \/_UT% . The main temperature T
is taken either as local surface temperature at the particle release site or as characteristic
temperature of the release process as discussed below.

Equation (4) assumes an infinite reservoir of the volatile material at the surface to support
their sublimation. For Mercury and the Moon, the reservoir of volatiles on the surface is
very limited, at least on the dayside, perhaps even less than a monolayer, thus the released
flux from the surface is limited by fluxes of material to the surface. Most of the species
released thermally will fall back onto the surface and thus return to the reservoir on the
surface. Depending on species, the population of the surface reservoir is different, there are
contributions by diffusion of volatiles from the interior (Killen 2002; Wurz et al. 2012),
atoms being liberated from the mineral compound (Mura et al. 2009), and infall of volatile
material, e.g. from comets (Stern 1999). Also, the sticking of these species on the surface, or
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the residence time of a volatile on the surface, must be considered. Details of the processing
of volatile species between the exosphere, the surface, and the interior are presented by
Grava et al. (2021) and will not be discussed further here.

2.2 Thermal Escape

Particles with thermal energies, the Maxwell-Boltzmann velocity distribution (Eq. (7)), rise
in altitude against the gravitational force. Since there is no upper limit in velocity in the
Maxwell-Boltzmann distribution, there will be a few particles that have initial energies that
exceed the escape speed of the planet. The escape speed, v, from the surface (assuming a

surface-bound exosphere) is given by
_[2GM (10)
Voo = R

where G is the gravitational constant, M the mass of the planet, and R the radius of the
planet. The most probable thermal speed is

2kgT
m

vp = an
where T is the temperature of the exospheric gas and m the mass of the species. To calculate
the thermal escape (also called Jeans escape) we define the parameter X:

Vso 2 2GM m R
X=l—)=——=— (12)
Vo R 2kgT H

with H the scale height of the exospheric gas. The fraction of gas exceeding the escape
speed is given by Lammer and Bauer (2004):

1
we=——=(1+X)e* 13
Ses W (1+X)e 13)
The smaller the value of X the larger the escape fraction f,, will be. The rule of thumb is
that for X < 15 the species is lost from the exosphere. For example, the escape of H from
Titan’s exosphere is close to hydrodynamic escape (Hedelt et al. 2010). From Eq. (13) we
can calculate the flux of escaping particles for a species i

Vo

27

with n; the number density of species i at the exobase. In the following we estimate the
thermal escape for a few know volatile species on the Moon and Mercury.

Table 1 presents the X parameter (Eq. (12)), the escape fraction f,, (Eq. (13)), the es-
cape flux ¢.,.; (Eq. (14)), and the escaping mass flux for each of several volatile species
considered for the exospheres of the Moon and Mercury (Stern 1999; Wurz et al. 2019).
There are some significant differences between Mercury and the Moon: on Mercury only
the light gases, up to “*He, escape from the exosphere, whereas on the Moon there is signifi-
cant escape even up to species as heavy as water. Heavier species will remain bound to their
object, form permanent gases in the exosphere, if they do not condense at the night side or

¢z‘sc,i = (pth fesc = n; (l + X) 87X (14)
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in cold traps (like some permanently shadowed polar craters). Of course, all species are also
subject to loss from the exosphere via photo-ionization and photo-dissociation.

With regards to the efficiency and type of thermal escape we have to look at the role of
the X parameter (see Eq. (12)) in Eq. (13) in detail. Escape from an atmosphere is consid-
ered significant for situations where X < 15. Escape increases exponentially for smaller X,
up to the point where the escape velocity equals the most probable velocity of the Maxwell-
Boltzmann distribution at X = 3/2. For X < 3/2 the formalism presented above does not ap-
ply anymore, and for classical atmospheres escape would transition to hydrodynamic escape
(often referred to as blow-off regime), with velocity distributions different from Maxwell-
Boltzmann, being a shifted Maxwellian or a modified Maxwellian. The transition to the
blow-off regime is not a step function at X = 3/2, but it is more gradual and becomes im-
portant already for X < 2-3 according to a study by Benedikt et al. (2000). According to
Volkov et al. (2011) and Erkaev et al. (2015) the thermal escape regime changes to blow-off
over a narrow range of the critical escape parameter X.;: the escape is purely hydrody-
namic for X, < 2-3, and for X, > 6 it is purely Jeans escape. Therefore, for Mercury
and the Moon we can assume that for X < 6 any outgassed elements are lost immediately
to space.

3 Micrometeorite Impact Vaporization

Micrometeorites impacting an unprotected planetary surface cause a range of processes in-
cluding impact gardening, exospheric generation, surface contamination, and electrostatic
effects on surface processes (Szalay et al. 2018). A global, direct consequence of the mete-
oroid bombardment is the formation of ejecta clouds of solids and gases. Escaping, unbound
ejecta becomes a source of planetary or interplanetary meteoroids. We will focus on the con-
tribution to the exosphere in the following.

Micrometeorite impacts on a solid rock or regolith surface result in an impact plume
consisting of mostly surface material of broken fragments of minerals or rock, melt, all the
way to atoms and molecules. Thus, with each impact, micrometeorites contribute to the pro-
duction of exospheric densities, including also the low-volatile and refractory species. The
details of the loss and source processes of volatiles and refractories in the exosphere are
discussed by Grava et al. (2021). The steady flow of micrometeorites causes a steady contri-
bution of particles to the exosphere. At quiet solar times, i.e., without energetic ions from the
magnetosphere or the solar wind hitting the surface, it might dominate the particle release
process acting over the whole planetary surface, at least for refractory species. During the
night it may be the only particle release process acting over the whole planetary surface.

3.1 Theoretical Description

Since the impact of a micrometeorite on the surface creates an impact plume it is natural to
model the volatile material of the plume by a thermal velocity distribution. The measured
time-averaged temperature in the micrometeorite produced vapor cloud is in the range of
2500-5000 K (Eichhorn 1976, 1978a). Collette et al. (2013) reproduced the time-resolved
measurements of dust impacts. Eichhorn (1978a, 1978b) studied the velocities of impact
ejecta parameters during hypervelocity particle impacts and found that the velocity of the
ejecta increases with increasing impact velocity and decreasing ejection angle, with the ejec-
tion angle measured with respect to the plane of the target surface, but the ratio of the maxi-
mum ejecta velocity to the primary impact velocity decreases with increasing impact speed.
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At Mercury, impact plume temperatures are up to a factor ten higher than Mercury’s dayside
surface temperature. At the Moon, impact plume temperatures are even higher compared
to dayside temperatures. However, the corresponding characteristic energies for micromete-
orite impact are still lower than for particles that result from surface sputtering, see below.

For the simulation of trajectories for released particles that have their origin in microm-
eteorite vaporization a Maxwellian-Boltzmann velocity distribution, as described above
(Eq. (7)), is used but with an average temperature of the released material of about
3000—4000 K (Wurz and Lammer 2003; Leblanc and Johnson 2013; Mangano et al. 2007;
Gamborino et al. 2019).

The impact of micrometeorites and meteorites will evaporate a certain volume from the
lunar or hermean surface, from rocks or from the regolith covered surface, to contribute to
the exospheric gas at the impact site. Cintala (1992) calculated impacts for Mercury and
the Moon and gave an analytical formula for the release of volatile material. The volume of
surface material, V,, being released into the vapor phase is given by

Vv:?(c—i-dvp—kev%):VP (c+dvp +ev}) (13)
P

where m p is the projectile’s mass, gp its mass density, Vp its volume, and vp is the pro-
jectile’s velocity. The constants ¢, d, and e are determined for the combination of surface
material and projectile composition (Cintala 1992). Note that the released material is highly
dependent on the composition and density of both the target and projectile, the heat capaci-
ties and enthalpies of melting and vaporization playing a large role. About one to two orders
of magnitude more material than that of the impactor is released as vapor phase because of
the high impact speed for meteorites at Mercury (Cintala 1992).

Alternatively, the impact of micrometeorites, all the way to large bolides, can be calcu-
lated from scaling laws (Holsapple 1993), which are based on a large experimental data set.
The scaling laws apply from for impactor speeds from about 3 km/s upwards to much higher
velocities (Holsapple and Housten 2020). The scaling laws provide the crater size, the mass
of the excavated material, and the vapor mass, among much other data.

Having the volume of material released from the surface as volatiles for an impactor of
mass m p and velocity vp of from Eq. (15) we can derive the total flux of particles released
by micrometeorite impact. Using the formalism from Cintala (1992) we derive:

_ Osurf L (de
(u) op \ dAdt

Duy )(c+dvp + evy) (16)
where 0,y is the mass density of the surface material, () is the average atomic weight of
the surface material, and (dm p /dAdt) is the mass flux of micrometeoritic bombardment on
the surface. See Table 2 for typical values for the micrometeorite mass flux on Moon and
Mercury. Note that the range of the micrometeorite mass fluxes cover a significant range,
both for the Moon and Mercury, which has a direct influence on the contribution of this
release process to the exosphere (see Eq. (16)).

3.2 Overview of Micrometeorite Fluxes at Mercury and Moon
For larger impacts, one can calculate the temporary contribution to the exosphere for a single
impact using the scaling laws (Holsapple 1993), or Eq. (15) (Cintala 1992). Mangano et al.

(2007) have shown such calculations where the impact plumes reach their maximum extent
after about 1000 s in Mercury’s exosphere.
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Table2 Survey of reported micrometeorite fluxes onto the surface of the Moon and Mercury

Object  MIV flux Size range Comments Reference
Mercury 2.82-10716 gem=25~! m<0.1g Modelling  Cintala (1992)
Size range 5-100 um
Mercury 10.7-23.0 t/day, corres. m<lg Modelling, Miiller et al. (2002)
(1.66-3.56)-10~16 gecm=2 5! aphelion —
perihelion
Mercury 2.9 - 10~16 gcm*2 s71 Size range 1078-0.1 m Bruno et al. (2007)
Mercury 2.382-10" 14 gem=2s~! m<0.1g Modelling  Borin et al. (2009)
Size range 5-100 um
Mercury 8.982 - 1015 gcrrf2 s1 m<0.1g Modelling Borin et al. (2010)
Size range 5-100 um
Mercury 12.6 & 3.5 tons/day, corres. Diameters from 10 um  Modelling, Pokorny et al. (2018)
(1.95+0.54)- 10716 gcm*2 s71 102000 um averaged over
Mercury’s
orbit
Moon  5.12-10717 gem=2s~! m<0.1g Modelling Cintala (1992)
Moon 2.7 t/day, corres. Diameters from 10 nm  Interplanetary Griin et al. (2011)
8.36-10717 gcm*2 s—1 to about 1 mm meteorites
Moon 1.4 t/day, corres. Diameters from 10 um  Modelling, Pokorny et al. (2019)
42710717 g em 257! to 2000 um, depending  averaged over
on source populations  lunar orbit

Since larger impacts are very rare compared to the residence time of atoms and molecules
in the exosphere, e.g. the impact frequency of 1-m meteoroids is only 2 events per Earth year
on Mercury (Mangano et al. 2007), we are more interested in the steady contribution to the
exosphere by the continuous flux of micro-meteorites. A survey of these fluxes is given in
Table 2. More detailed information on the micrometeorite fluxes onto the Moon and Mercury
is given in the accompanying paper (Janches et al. 2021).

Table summarizes observations of impacts rates on Mercury and the Moon. Each year
the Moon is bombarded by about 10° kg of interplanetary micrometeoroids of cometary and
asteroidal origin. For Mercury, the bombardment is about (4 — 20)-10° kg per year, although
the meteoroid impact rates at very small distances from the Sun are not very well known
(see also Table 2). Most of these projectiles range from 10 nm to about 1 mm in size and
they impact the lunar surface at speeds of 10-72 km/s (Marchi et al. 2009). Some meteoroid
populations are calculated to have higher energies (Pokorny et al. 2018), which is important
since the vaporized volume is proportional to the square of the impact speed (see Eq. (15)).
The mean impact velocity on Mercury is about 20 kms~', and on the Moon it is about
14 kms~! (Langevin 1997).

The impactors are delivering their kinetic energy to a point below the surface down to a
depth comparable to the size of the impactor (Holsapple 1993). The total yield of excavated
material, ¥ = M,;/M;,,,, from a hypervelocity impact (and the impact speed larger than the
sound speed of the sample material) where M,; is the total ejected mass created in an impact
and M;,,, is the impactor mass, can be anywhere from ¥ = 10? to 10° depending on the
sample material properties. Impacts into solid rock result in lower yields and higher ejecta
velocities than impacts into unconsolidated sand or powder (Housen et al. 1983; Hartmann
1985; Holsapple 1993).

Pokorny et al. (2018) developed a model that combined four distinctive sources of mete-
oroids in the solar system: main-belt asteroids, Jupiter-family comets, Halley-type comets,
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and Oort Cloud comets to characterize the meteoroid environment around Mercury. From
this model of meteorite fluxes impinging on the surface they derived the contribution to the
planet’s exosphere. For Mercury’s year they obtained good agreement with previously re-
ported Ca observations in Mercury’s exosphere by the MESSENGER spacecraft during the
primary and first extended missions (March 2011-March 2013) (Burger et al. 2014).

3.3 Exospheric Escape via Mircometeorite Vaporization

Like the volatile species, also a fraction of the vaporized material from micrometeorite im-
pact vaporization (MIV) will be lost from the exosphere. We can use the same formalism as
for thermal escape to estimate the exospheric loss from MIV.

Table 3 presents the X parameter (Eq. (12)), the escape fraction f,, (Eq. (13)), the es-
cape flux ¢.s; (Eq. (14)), and the escaping mass flux for several species released from the
regolith via micro-meteorite impact vaporization. As discussed above, MIV is modelled as
thermal release with temperatures of 3500 K. Exospheric abundances at the surface are taken
from Wurz et al. (2010) for Mercury, and for low-Ti mare soils composition of the Moon
from Wurz et al. (2007). Because of the high temperature of the vapor plume the X param-
eter is low, resulting in a larger fraction of escaping particles compared to thermal escape of
volatiles. Moreover, there is a strong mass dependence, with a preferred loss of light species,
and heavier species more likely to fall back onto the respective surfaces. As discussed above
(Sect. 2.2), particles with X_,;; < 6 will be immediately lost into space. For the Moon, be-
cause of the low gravity there, basically all species released by MIV are immediately lost
into space, for Mercury only the species up to O are lost immediately, but a large fraction
of the heavier elements returns to the surface. Thus, over geological time scales, there are
chemical changes of Mercury’s regolith resulting from MIV, but for the Moon these changes
are much less. In addition, all species are subject to loss from the exosphere via photoion-
ization and photo-dissociation, which has been discussed earlier (Wurz and Lammer 2003;
Wurz et al. 2010).

3.4 Key Observations of Micrometeorite Impact Vaporization

Since the release processes are often operating at the same time, it is difficult to find obser-
vations of exospheric populations that can be solely attributed to micrometeorite bombard-
ment. The estimates of the meteoritic flux range cover more than two decades (see Table 2)
which directly scales the produced species in the exosphere (see Eq. (16)), making MIV pos-
sibly a dominating process or unimportant release process for a species, depending which
meteorite flux is chosen for the data interpretation. In the following we give a few examples
where this was possible or likely.

Kameda et al. (2009) studied the Na exosphere over a Mercury year via ground-based
telescopic observations. Results of past observations have revealed that the atmospheric Na
density has no or low correlation with the solar flux, sunspot number, heliocentric distance,
or solar radiation pressure. Kameda et al. (2009) showed that the variability of Mercury’s
atmospheric Na density depends strongly on the IPD distribution. Since Mercury’s orbit
plane is inclined by 7° to the symmetry plane of the interplanetary dust particles (IPD) they
found a corresponding temporal variability of the Na density in Mercury’s atmosphere, that
is, the Na density is low when Mercury is far away from the symmetry plane of IPDs and is
high when Mercury is close to the symmetry plane. Actually, the authors could infer the IPD
distribution near Mercury orbit from the temporal variability of Na density in Mercury’s at-
mosphere. Exospheric Ca observed by MESSENGER could partly be explained by Mercury
moving in and out the dusk disk (Killen and Hahn 2015).
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Optical spectroscopy measurements of Na in Mercury’s exosphere near the subsolar point
by MESSENGER Mercury Atmospheric and Surface Composition Spectrometer Ultravio-
let and Visible Spectrometer, MASCS/UVVS (Cassidy et al. 2015). These observations have
been interpreted Monte Carlo (MC) exosphere model (Wurz and Lammer 2003) to calcu-
late the subsolar Na content of the exosphere for the observation conditions ab initio. The
observed Na tangential column density profile as a function of altitude could be reproduced
by the model using two components (Gamborino et al. 2019): i) below 500 km altitude, the
dominant release mechanism of Na is thermal desorption with the local surface temperature
of 594 K, and ii) at altitudes above the contribution by MIV prevails up to the observed
4000 km characterized by a temperature of about 3500 K.

However, one has to be careful with the interpretations of Na observations in Mercury’s
exosphere, because Na is released into the exosphere by all release processes considered
(i.e., thermal release, PDS, sputtering, micrometeorite impact vaporization) and furthermore
Na is affected by radiation acceleration, which explains a large fraction of the variability of
the Na signal observed by ground-based telescopes (Potter et al. 2007). Usually, a mix of the
release processes is occurring and the attribution of the Na signal, or a part of the Na signal,
to a single release process is often difficult. The observations of Na and K at Mercury and
the Moon, and their interpretation, are discussed in detail by Leblanc et al. (2022).

Burger et al. (2012, 2014) explained their Ca observations with the UVVS instrument
on MESSENGER being the result of MIV. They observed very high temperatures of the Ca
atoms of > 50’000 K, which cannot be the direct result of meteoritic impact release of Ca
atoms. The authors argue that the high energy might result from the CaO being released by
MIV and dissociated into Ca and O atoms in the exosphere, but they admit that the excess
energies of these species upon dissociation are not well understood (Burger et al. 2014).

Merkel et al. (2018) found good correlation between Mg observations in the exosphere
with the Mg abundance in the terrain on the underlying surface being the result of MIV. They
also observed high temperatures of the Mg atoms in the range between 5000 to 10000 K,
which cannot be the direct result of meteoritic impact release of the Mg atoms, using the
same argument of MgO being the initial species released by MIV and the additional energy
arises from the breakup into atomic constituents. From the regularity in the year-to-year
variations, and no short time variations, they conclude that sputtering is an unimportant con-
tributor at these latitudes, and MIV is the likely source for the observed Mg in the exosphere.

More information on the micrometeorite fluxes, and their temporal variation over the
year, onto the surface of the Moon and Mercury is given in the accompanying paper (Janches
et al. 2021).

4 Photon Stimulated Desorption

Photon Stimulated Desorption (PSD) has been discussed as a release process mostly for
Na and K for the exospheres of Mercury and the Moon. Several processes promote Na and
K into these exospheres, and it has been difficult to isolate the PSD release process from
the other processes in the observations. Note, from laboratory experiments we know that
PSD only releases atoms or molecules adsorbed on the surface, i.e., species which are not
chemically bound within a mineral.

4.1 Mechanism of Photon Stimulated Desorption

Photon stimulated desorption (PSD) using photon energies just above the bandgap of the
Iunar and Mercury regolith surfaces can occur due to direct photon absorption and subse-
quent stimulated desorption of excited surface states. Typically, photon energies have to be
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Fig.4 The PSD processes can be
explained by 1) a single-photon
absorption and Frank-Condon
transition of the surface species
to a repulsive excited state
potential V*(z), 2) motion of the
excited species along the
potential energy curve, and
finally quenching of the excited
state and either 3a) return to the
ground state V(z) or 3b)
desorption. The inset shows the
final E (#) energy as a function
of excited state resonance time,
t,. Figure reproduced from
Schaible et al. (2020) with
permission

Interatomic Potential Energy

\/

Species - surface separation, z

in the range of about 4-10 eV. Photo-excitations invoke an electronic transition, which must
be localized at the surface, leading to an anti-bonding state that results in the release of the
excited atom (Na, K, . ..) or molecule (e.g. H,O) from the surface, with non-thermal release
energies of the desorbed species. For single centered excitons, self-trapping will occur at the
surface mainly at defect sites with the ejection force primarily along the surface normal.

A qualitative diagram depicting the PSD process is shown in Fig. 4. PSD of neutral
atoms or molecules residing on the surface of a substrate, often referred to as adatoms or
molecules, is initiated by 1) a single photon excitation of a Franck-Condon transition from
a ground state V (z) to an excited surface state V*(z). As a result, 2) the excited atom or
molecule gains kinetic energy by moving away from the surface along the excited state
potential energy surface. The excited state is quenched and depending on the quenching
rate, either 3a) the absorbed energy is dissipated and lost to the bulk or 3b) the displacement
reaches a critical point z., corresponding to an excited state residence time ¢., which supplies
sufficient kinetic energy to overcome the surface bond energy D and the atom or molecule
desorb. The translation energy distribution of the desorbing atom(s) depend(s) upon the final
energy and excited state residence time as shown in the inset of Fig. 4. The energy of the
surface species after the excitation-quenching process is given by

p )
2m

E@)= + V(@) a7)
where V (z) is the ground state potential energy curve and p (¢,) is the momentum, which is
determined by solving the classical equations of motion on the excited state potential V* (7).
Though the potential energy surfaces are not generally known, the translational energy dis-
tribution can be approximated classically by evaluating the energy dependence on excited
state residence time near ¢, with a linear approximation (dotted line in inset of Fig. 4). This
approximation holds for strongly quenched systems where the probability of the system
remaining in the excited state beyond 7. decays exponentially (Zimmermann and Ho 1994).
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4.2 PSD Velocity Distribution

Using the linear approximation for E (¢,) near ¢, and assuming the angular distribution of
ejected particles is large compared to the detection cone for the velocity distribution, the
velocity distributions for PSD of water can be approximated by a flux weighted Maxwellian
of the form:

P,(v.T, )—( " >v3ex <_m"2> (18)
v L) =\ TE (1)) PUE@)

where v is the velocity, (E (#,)) is the mean translation energy and m is the mass of the
desorbing species. Note the temperature is related to the mean translation energy through
(E (1)) = 2kp T\rans, Where kg is the Boltzmann constant, and 7}, is the apparent transla-
tion temperature of the distribution that results from a convolution of the surface temperature
and the repulsive potential of the desorbing electronic state (see Fig. 4). Experimental data
for H,O desorption can be fit using this form with a bi-modal distribution consisting of a
low temperature thermal component (matching the substrate temperature) and a high tem-
perature ‘suprathermal’ component due to direct desorption along the normal component
(Bennett et al. 2016; DeSimone and Orlando 2014; Zimmermann and Ho 1994; Schaible
et al. 2020). Since this distribution function includes the intrinsic physics of the desorption
process, this is often used as an experimental fitting procedure in addition to the Weibull
distributions discussed below.

One of the few experimental results in the laboratory studying the Na release processes
happening on regolith surfaces are the experiments by Yakshinskiy and Madey (2000, 2004),
which are relevant for the Moon and Mercury. These authors studied the desorption induced
by electronic transitions (DIET) of Na adsorbed on model mineral surfaces and lunar basalt
samples, where the laboratory experiments included PSD and Electron-Stimulated Desorp-
tion (ESD) as release processes. In particular, they measured velocity distribution functions
(VDF) of Na released via ESD from SiO, surfaces and found it to be “clearly non-thermal”
with respect to the surface temperature, somewhat resembling a Maxwell-Boltzmann distri-
bution at 1200 K, but with a high-energy tail and a positive offset above zero for the lowest
velocities. Thus, Eq. (18) derived for PSD measurements of water cannot be used here. A
range of distributions, thermal and non-thermal, have been used in the literature to model
the particle release by PSD. However, none of these distributions replicates all the features
as they are observed in the laboratory experiments: i) non-thermal distribution peaking at
energies much higher than the surface temperature, ii) a high energy tail extending to speeds
beyond what is possible from non-thermal Maxwell-Boltzmann distributions, iii) an offset in
velocity so that there is a minimum release velocity. The details of this have been reviewed
by Gamborino et al. (2019).

Gamborino et al. (2019) presented an improved VDF for the PSD process satisfying the
mentioned features from the observations. To mathematically best describe the published
laboratory measurements (Yakshinskiy and Madey 2000, 2004) and planetary observations
(e.g. Cassidy et al. 2015) the sought-after VDF has to have a characteristic energy signifi-
cantly higher than what corresponds to the surface temperature and that tails towards higher
speeds. The second goal of the sought-after VDF is a parametrization that allows for its
applications at other surface temperatures than the measured ones in the laboratory, in par-
ticular for the surfaces of Mercury and the Moon.

Gamborino et al. (2019) presented an empirical energy distribution function, for PSD at
Mercury and the Moon, namely the Weibull distribution, which allows for a wide range of
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shapes using only two parameters for its definition. The normalized Weibull distribution for
the random variable v is defined as:

(%)Kil ey >0
0 w<0

>I=

f(v;k,fc)={

where k is the dimensionless shape parameter and A > 0 is the scale parameter of the distri-
bution (in m/s). The scale parameter A is obtained after calculating the mean of the proba-
bility distribution function (first central moment):

+o00 +o00 Kk—1 . 1
v=f Vf(v;x\,lc)dv:/ o (3) eV qy = AT <1+—) (19)
—00 0 A \A K

with I" the Gamma function. The surface, which is the starting point of the desorbed atoms,
has a given temperature Ts. This surface temperature will cause an energy broadening of the
electronic transition induced by the adsorption of the UV photon (Gamborino et al. 2019).
Therefore, the related kinetic energy of the desorbed atom of %miz = %kB Ts folds into the
‘Weibull distribution. Since we consider the one-dimensional case, we have

_ 3kpTs
V=, ——
m

with m being the mass of the desorbed atom. Thus, we get for the scale parameter the

expression:
v 3kpTs 1
A= = 20
P+ TV ) -

The normalized Weibull distribution is then:

_orl1 1 mo\? m_ () 1\
f(U,UO,K)—K < +;> <3k3TS> <(U—Uo) 3kBTS < +;>) X
e 21
xexp(— <(v—v0) 3%, T < —l—;))) (21)

where v is the offset speed, and « is the shape parameter, which is an implicit function that
is usually determined by numerical means (see Bhattacharya and Bhattacharjee 2010). vy
and « are the only free parameters for this velocity distribution, A is derived from Eq. (21)
using the actual the surface temperature 7, with the best fits calculated for all available
experimental data sets with a single set of parameters using x = 1.7 and vy = 575 m/s.
Even though the Weibull distribution with the given parameters is currently the best available
presentation of the velocity distribution for PSD, it is based on little data from laboratory
studies.

4.3 Released Particle Flux by PSD

We can calculate the flux of released atoms from a surface by photon-stimulated desorption
of Na atoms @pgp, for a species i from

1
@Ppsp,i = fiNs / Gpn (A) Qi M) dr~ Zfi Ns¢pn Qi (22)
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where f; is the fraction of species, N is the surface density of the regolith, ¢,; (1) is
the incident photon flux, Q; (A) is the PSD cross section, the factor 1/4 gives the surface-
averaged value. The regolith surface density is estimated as Ng = 7.5 - 10'* cm~2, and the
average photon flux at 1 AU is ¢, ~ 2 - 10" cm™s™! for the relevant UV wavelength
range, as discussed below.

PSD with solar photons is an important low-energy release process when sufficient UV
flux is present and free Na or K is available on the surface. For Mercury and the Moon only
Na and K have significant release rates due to PSD. The experimentally determined PSD
cross-section for Na is Q; = (3 £ 1) x 1072 cm? in the wavelength range of 400-250 nm
(Yakshinskiy and Madey 2000), and for K itis Q; =2 - 107%° cm? (Madey et al. 1998). Note
that these cross sections are for Na and K atoms physically bound on a mineral surface, i.e.,
already freed from the mineral bonds because solar photons lack sufficient energy to release
alkaline earth atoms from minerals. Direct PSD of Na or K from minerals has not been
observed in laboratory experiments (Yakshinskiy and Madey 2004; Bennett et al. 2013).
Thus, neither PSD nor thermal release are primary release mechanisms, meaning that they
cannot eject the Na or K atoms that are still bound in the mineral of the rock.

4.4 Exospheric Escape via Photon-Stimulated Desorption

Figure 5, left panel, shows the PSD velocity distribution (Eq. (21)) for Na and K for a
surface temperature of 540 K, the case for the sub-solar point Mercury near apocenter. The
distribution for the Moon looks similar to the one for Mercury, since the surface temperature
only has small effect on the VDF (see Eq. (24)). The VDF for PSD is clearly non-thermal,
and it is tailed toward higher velocities. For calculating the escape, we need to estimate the
part of the VDF above the escape speed, vy, which is easily done numerically. Figure 5,
right panel, shows the cumulative function of the PSD velocity distribution for Na and K,
which tends to 1 because the function is normalized. The escape fraction is then 1 minus
the cumulative function evaluated at the escape speed, v, Which is also shown in Fig. 5,
right panel. For Mercury ve, = 4250 ms~! and for the Moon vy, = 2375 ms~'. This means
the escape fraction for Mercury for PSD is below 10~ and for the Moon it is below 1072,
Thus, for a PSD process of Na and K, photoionization is the dominating loss process from
the exosphere for both objects.

However, there is radiation pressure acting on the Na and K atoms in the exosphere that
accelerate these atoms away from the Sun, resulting in non-Keplerian particle trajectories,
thus complicating the situation. Simulations by Schmidt et al. (2012) demonstrate that both
photon-stimulated desorption and micrometeoroid impacts can result in an about 20% loss
of Mercury’s sodium atmosphere, depending on Mercury’s orbital phase, and together the
two release processes are responsible for the observed comet-like tail as driven by solar
radiation pressure.

4.5 Experimental Observations of PSD

In the laboratory, the experiments by Madey et al. (1998) and Yakshinskiy and Madey (1999,
2000, 2004) have been fundamental to the understanding of the PSD release process for
Mercury and the Moon. These authors deposited Na or K atoms onto SiO, surfaces and lunar
basalt and measured the PSD cross sections, the temperature dependence, and the velocity
distribution of released Na and K atoms. Among other things, they clearly demonstrated that
PSD is a non-thermal process, the desorption of an alkali atom is the result of an electronic
excitation resulting from the absorption of a UV photon at the surface.
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Fig.5 Left: PSD velocity distribution for Na (red line) and K (blue line). Right: Cumulative velocity distri-
bution for Na (dashed red line) and K (dashed blue line), and escape fraction for Na (red line) and K (blue
line)

Bennett et al. (2016) studied PSD of Ca from CaS powder samples, with CaS considered
as an analogue material for oldhamite (Mg,Ca)S), which the authors considered to be a
possible component of the Mercury surface, particularly within the hollows identified within
craters, and could therefore serve as a source of the observed exospheric calcium of Mercury.
They measured cross sections for PSD using 3.4 eV photons for neutral Ca as Q;(Ca’) =
(1.1 £0.7) - 1072° cm? and for ionized Ca as Q;(Ca*) = (3.2 £ 0.9) - 10~>* cm?. They
also observed non-thermal velocity distributions for Ca, which they fitted with a sum of
two Maxwell-Boltzmann distributions, that support PSD as the release process. Therefore,
for interpreting Ca observations in the exosphere also PSD must be considered, at least at
provinces with a significant oldhamite fraction on the surface.

Schaible et al. (2020) studied PSD of S from powder samples of MgS. They measured
cross sections for PSD using 6.42 eV photons for neutral S° as Q; =4 - 10722 cm?. Also
these authors observed non-thermal velocity distributions for the released S atoms, which
they fitted with a sum of two Maxwell-Boltzmann distributions, that support PSD as the
release process. Although the MgS (niningerite) used in these experiments is not consid-
ered the major sulfur-bearing mineral of Mercury’s surface, but is considered similar to
sulfur-bearing minerals such as CaS (oldhamite) and FeS (troilite) that were considered for
Mercury’s surface (Wurz et al. 2010; Nittler and Weider 2019).

The process of photon-stimulated desorption (PSD) has been considered for generating
Na and K exospheric species as measured at Mercury and the Moon, when the flux of so-
lar photons is high, e.g. on the dayside. However, since the release processes compete with
each other it is often not easy to assign an observation to a single release process. For PSD
it is clear that the maximum of the released flux should be located at the sub-solar point.
However, since thermal release has also its maximum there, there is a direct competition
and since fluxes from evaporation are much higher for Na and K for the temperatures at
the sub-solar point of Mercury and the Moon, thermal release wins over PSD there. Since
evaporation is an exponential function of the surface temperature (see Sect. 2.1), its impor-
tance drops fast for larger solar zenith angles (SZA) and PSD becomes important since it
scales only with the cosine of the SZA when going towards higher latitudes. However, the
activation energy for thermal release will increase for sub-monolayer coverages of Na and K
on the surface, as discussed above. At least for Mercury, higher latitudes are where the solar
wind ions have access to the surface because of the structure of its magnetosphere sputtering
is contributing to the exospheric particle populations. Thus, the source process of Na and K
in the hermean exosphere must be investigated carefully for each observation. The situation
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is less complicated at the Moon because of the lack of a lunar magnetosphere. For example,
Sarantos et al. (2008) have concluded that PSD is responsible for the observed Na in the
Iunar exosphere when the Moon is in the solar wind.

Although of lesser importance for the exospheres of Mercury and the Moon, there is
release of H,O via PSD, and laboratory work on the PSD of water molecules from lunar
surface material has also been reported (DeSimone and Orlando 2014, 2015). PSD of H,O
(v=20)and O (3P]=2’170) was measured with resonance-enhanced multiphoton ionization
following 157-nm photon irradiation of adsorbed water on a lunar mare basalt or an impact
melt breccia. Water removal cross sections and time-of-flight (TOF) distributions were mea-
sured at exposures between 0.1 and 10 Langmuir (1 L = 1.33 - 107% mbars). The average
cross section for HO (v = 0) removal and destruction at 0.1 Langmuir H,O exposure was
measured to be (7.1 & 1.9) - 107!° cm? and then decreased with increasing coverage. The
cross sections were similar for lunar impact melt breccias and mare basalt samples. Addi-
tionally, non-resonant ionization was employed to detect photofragments of vibrationally
excited H,O. The OH* fragment of H,O (v*) and the O(*Py) photoproducts increased in
intensity during prolonged irradiation as hydroxyl groups accumulated on the surface and
then recombined. The formation of excited water molecules via this process simulates the
probable water formation during localized meteoroid impact events. For an initial expo-
sure of 5 L H,O, after reaching maximum signal, the cross sections for H,O (v¥) and
O(*P,) depletion were measured to be 1.2 - 107! cm? and 6.7 - 1072° cm?, respectively.
These photo-desorption, photo-destruction and photo-formation cross sections are relatively
high and indicate that surficial water will not persist in Sun-lit regions of Mercury and the
Moon unless a persistent source term exists. More discussion on the formation of H,O, its
distribution and migration over the planet, and its contribution to the exosphere are given in
(Schorghofer et al. 2021).

4.6 Photon Fluxes at Mercury and the Moon

The Sun emits a continuous flux of photons (i.e., the solar spectrum), where most energy
is contained in the visible (VIS), the infrared (IR), and the ultraviolet (UV) energy range,
with relatively small additions in the X-ray and the gamma-ray region. Figure 6 shows the
solar spectrum as measured by the SOLar SPECtrometer (SOLSPEC) instrument, part of
the SOLAR payload on board the International Space Station (Meftah et al. 2018). The
total solar power received at Earth, also referred to as the total solar irradiance (TSI), is on
average 1360.96 Wm~2,

The total solar power received at Earth, also referred to as the total solar irradiance
(TSI), follows closely the Sun’s 11-year Schwabe cycle (Frohlich 2013), as is clearly evi-
dent in Fig. 7, with minimum and maximum values of 1357.08 W m~2 and 1363.25 W m~2,
respectively. Thus, the TSI variation with solar cycle is small compared to the absolute
value (<1%). Integrating over the solar photon spectrum, the TSI average value of 1360.96
W m~2 corresponds to a total photon flux of 6 - 10!7 cm~2s~!, at solar minimum to a flux of
5.99- 107 cm=2s~!, and at solar maximum to a flux of 6.01 - 10'7 cm=2s7!,

Since the absorbed photon must overcome the binding energy of an atom on the sur-
face there is a minimal necessary photon energy for the release via PSD (see discussion
in Sect 4.1). Yakshinskiy and Madey (1999) found that only photons with energies larger
than about 4 eV are capable of inducing PSD of Na atoms from surfaces that simulate lu-
nar silicates, as discussed in Sect. 4.1. It is thus only the part of the solar spectrum with
A < 300 nm that is relevant for PSD. Of all solar photons available only a photon flux of
about ¢, =2 - 10" cm~2s~! exhibits energies larger than 4 eV (see also the blue arrow in
Fig. 6).
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The TSI values measured by SOLSPEC and presented above are valid for a Sun distance
of 1 AU (where AU is the astronomical unit, about 1.5 - 10!! m). As the photon flux expands
into space it decreases with 1/R?, where R is the distance to the Sun. To determine the flux
at the Moon and Mercury, one thus has to factor in these bodies’ distances from the Sun.

The Moon’s distance to the Sun is close to 1 AU, i.e., the average flux of photons with
energies >4 eV at the Moon is close to the 2- 10" cm™? s~! mentioned above. As Earth (and
the Moon) orbit the Sun, the Moon’s distance to the Sun varies by ~6 - 10° m, introducing
a photon flux variation of ~1.5 - 10 cm~2s~!. This variation is relatively small (7.5%)
compared to the total photon flux of 2 - 10’5 cm=2s71.

Mercury, being located at a solar distance of (4.60-6.98)-10° m, is much closer to the
Sun, resulting in Mercury receiving a much higher photon flux than the Moon. On average,
the total flux of photons with energies >4 eV at Mercury amounts to 1.34 - 10’6 cm™2s7!,
i.e., almost 10 times the photon flux the Moon receives. With Mercury’s orbit being quite
eccentric, the variation in the photon flux due to the variation in distance between Mercury
and the Sun is quite substantial. During one Mercury year, the PSD-relevant solar photon
flux (with E > 4 eV) varies from 9.2 - 10" cm™2s~! at aphelion to 2.12 - 10'® cm=2s~!
at perihelion, i.e., the variation is of the same order as the total photon flux itself. For the
Moon, the PSD-relevant solar photon flux (with E > 4 eV) varies from 1.93 - 10" cm=2s~!
at aphelion to 2.08 - 10'> cm™2s~! at perihelion.
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The Sun’s photon flux only reaches the sunlit hemisphere of a planetary body and, at the
surface, its irradiance scales with the cosine of the zenith angle. The variation in photon flux
from the equator to the terminator is thus substantial. On the microscopic scale of individual
regolith grains, the variation of the solar irradiance will probably be even larger.

4.7 Fluxes from Solar and Stellar Flares

Flares are energetic events on the Sun and on other stars that are generated when magnetic
energy is released through a sudden rearrangement of stressed magnetic field lines on ac-
tive regions on the star (see e.g. Benz and Giidel 2010; Fletcher et al. 2011; Hudson et al.
2011; Shibata and Magara 2011; Benz 2017 for comprehensive reviews on flares and their
underlying physics). When happening, charged particles are accelerated toward the lower
solar atmosphere, where they heat the plasma and generate a broad range of intense elec-
tromagnetic radiation, ranging from gamma rays to hard and soft X-rays, to UV and optical
wavelengths, and up to the radio spectrum. Over their duration of tens of minutes, flares on
the Sun were observed to release a total energy of up to 10%° J (Emslie et al. 2005, 2012;
Moore et al. 2014), and even more on extremely rare occasions (Schrijver et al. 2012) such
as the famous Carrington event in 1859 (Carrington 1859).

The occurrence rate of flares decreases with increasing total energy, with flares of the
largest energies generally occurring only at solar maximum, and even then less than once a
year (e.g., Benz and Giidel 2010). The frequency distribution of flares can be described as
a power law function of E; as N (E;)dE « ESdE, where dE is the respective energy
range, and o is the number of flares per time within dE . For instance, Schrijver et al.
(2012) found a value of @ = —2.3+ 0.2, and N (E,) and a break in the frequency spectrum
for energies above ~10% J. Figure 8 illustrates different flare frequencies, including some
from stellar flares (see below).

Flares are categorized by observations of the peak brightness in the X-ray range through
the NOAA/GOES definition by letters from A (<107 Wm™2), B (1077-107* Wm~2), C
(107°-107> Wm™2), M (10°-10~* Wm™?) to X (>10~* Wm™2) followed by numbers
from 1 to 9.9, specifying the peak intensity within each range (e.g., Fletcher et al. 2011;
Schrijver et al. 2012). They are partitioned into two distinct phases, the impulsive phase,
and the gradual phase. The impulsive phase is the initial explosive release of energy mainly
characterized by the hard X-ray (HXR; below ~0.1 nm) enhancement, which generally
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lasts for a few minutes, while the gradual phase peaks shortly after the impulsive phase in
soft X-ray (SXR; ~0.1-10 nm) and Ho: emission and then gradually declines within up to
several hours The impulsive phase is accompanied by strong enhancements in the continuum
emission of UV and EUV. Observations of the respective UV continuum of solar flares
between 100 and 300 nm—the relevant wavelength range for PSD, however, are surprisingly
rare but do exist (e.g., Dominique et al. 2018).

The highest irradiation for flares can be found in the short wavelengths with flux en-
hancements of over 5 orders of magnitude during flares, while for A ~ 27-120 nm it can
still be as high as a factor of 100 during the impulsive phase for a few transition region
emissions, but only up to a factor of 2 for the gradual phase (e.g., Woods et al. 2004, 2005,
20006). The longer wavelengths generally show lower variations, with the EUV (27-120 nm)
and FUV (120-195 nm) having low to very low variations (Woods et al. 2004, 2006). For
the X17 flare investigated by Woods et al. (2004), for instance, the EUV and FUV ranges
only contribute to the change in total solar irradiance (TSI) by 1.4% and 2.3%, respectively.
Woods et al. (2006) further found that for four X-class flares with a total energy of about
10% J each, about 50% of the change in the total TSI is related to flux enhancements above
200 nm in the NUYV, optical and infrared (Woods et al. 2006), which was later confirmed by,
e.g., Warmuth and Mann (2016). For so-called white light flares that are visible in the optical
Kretzschmar (2011) found that wavelengths below 50 nm only contribute between 10% and
20%, while the visible and NUV constitute the bulk of the released flare energy. However,
an important part of this energy release might come from A > 300 nm, since an increase of
the emission from the Balmer continuum at 350 nm by a factor of 2.3 to 5.5 was measured
during an X-class flare (Kotr¢ et al. 2016). The NUV wavelength range is the most relevant
for PSD, thus only moderate increases in the PSD releases are expected as a direct result of
flares.

Chamberlin et al. (2018) investigated the fluxes from solar flares during the intense
September 2017 storm period and compared the radiation from the quiet Sun with the emis-
sion from several flares for A < 190 nm. They did not find a strong increase for the UV from
about 150 nm up to 190 nm. Heinzel and Kleint (2014) were the first to measure the increase
in the Balmer continuum during a white-light flare between A ~ 280-300 nm and found an
enhancement of the observed X1 flare by 100%—-200%. The first detection of a solar flare
emission in the MUV around 200 nm was finally reported by Dominique et al. (2018), who
found an insignificant increase at 190-220 nm of only 0.35% from 6.901-107> Js~'cm™! to
6.926- 107> Js~' cm™'. Similarly, the Lyman o emission only increased by 0.97%. Figure 9
illustrates the flare investigated by Dominique et al. (2018).

Besides the moderate increase in the relevant wavelength range during a flare, there might
be another effect related with flares that could increase the photon-stimulated desorption
yield. Energetic flares, at least at the Sun, are often occurring together with CMEs (e.g.,
Schrijver et al. 2012). Since the photon-stimulated desorption yield increases with an in-
crease in the incident particle flux (Mura et al. 2009; Sarantos et al. 2008, 2010), this could
have a recognizable effect on PSD, for surface regions of airless bodies (i.e., Mercury, Moon,
asteroids, etc.) that are not protected by a magnetic field.

Whether flares at other stars are also often related with CMEs is yet a matter of debate,
and they might at least be restricted for magnetically very active stars (e.g. Moschou et al.
2019). Stellar flares, however, can reach energies of up to more than 10°° J (e.g. Wu et al.
2015) and were frequently observed on stars observed by the Kepler (Wu et al. 2015; Daven-
port et al. 2016) and TESS (e.g. Doyle et al. 2020; Giinther et al. 2020; Howard et al. 2020)
space missions. Flares with such high energies, also called superflares, are not restricted to
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Fig. 9 A typical X-class flare as observed on 6 September 2017. Panel a) Solar irradiance during the X9.3
flare with the pre-flare irradiance subtracted, as observed by the GOES satellite (orange), by different channels
of the Large-Yield Radiometer (LYRA). LYRA 1 shows 120-123 nm, LYRA 2 shows 190-222 nm, and
LYRA 4 shows 0.1-20 nm. Panel b) shows the UV wavelength ranges as modeled and observed. Figure is
reproduced from Dominique et al. (2018) with permission

magnetically active M-dwarfs (Yang et al. 2017) but can also frequently be found around K-
and G-dwarfs (Maehara et al. 2012, 2015; Shibayama et al. 2013, Candelaresi et al. 2014a,
2014b; Namekata et al. 2017; Doyle et al. 2020). However, there seems to be a trend of
stars with faster rotation periods (Pro < 10-12 days) exhibiting stronger superflares (e.g.
Notsu et al. 2019; Howard et al. 2020), even though some were also found at stars rotating as
slowly as the Sun (Nogami et al. 2014; see also Fig. 8). Shibata et al. (2013) further discuss
the occurrence rate of superflares at the Sun, and found that superflares with an energy of
~10%" J could also occur at the Sun about once in 800 years.

Such superflares might also have a pronounced effect on the planetary space weather of
airless bodies. Welsh et al. (2006), for instance, investigated stellar flares in the UV (135 nm—
275 nm) with NASA’s GALEX satellite and found an average UV flare energy of 2.5- 103 J,
thereby increasing the UV irradiation of the respective stars by up to 2.7 magnitudes.
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5 Electron Stimulated Desorption
5.1 Theoretical Description

Electron Stimulated Desorption (ESD) and PSD are considered to be very similar processes,
where desorption of an atom or molecule from the surface is caused by an electronic excita-
tion of the atom or molecule to be desorbed, leading to an anti-bonding state of the atom or
molecule, and eventual release of it from the surface (Yakshinskiy and Madey 2000, 2003,
2004, 2005). The desorption cross-sections for ESD are higher than for PSD, for atomic Na
itis Q; ~1-107"% cm? at 11 eV (Yakshinskiy and Madey 2000, 2005), and atomic K it is
Q; ~2-107" cm? at 11 eV (Yakshinskiy and Madey 2003). However, the ESD desorption
cross-sections first increase and then decrease with increasing coverage of the alkali atoms
on the surface, with a maximum ESD yield when 0.3 monolayer of the alkali metal is present
on the surface. This yield dependence is explained by the formation metallic clusters on the
surface at increasing alkali metal coverage. Also, energy thresholds were observed at 3 eV
and 4 eV for Na and K, respectively (Yakshinskiy and Madey 2000, 2005).

Since ESD is a charge transfer process leading to electronic excitations similar to PSD,
with comparable cross sections and comparable excitation threshold (Yakshinskiy and
Madey 2000), the Velocity Distribution Function (VDF) of released Na are quite similar,
so that ESD measurements can be substituted for the desorption processes caused by UV
photons. The desorbing Na atoms were found to be ‘hot’ compared to the surface tempera-
ture, with suprathermal velocities and non-Maxwellian tails (Yakshinskiy and Madey 2000).
The VDF of Electron Stimulated Desorption (ESD) from a lunar basalt sample was found to
be similar to that of SiO,, both for offset speed and the peak of the VDF (Yakshinskiy and
Madey 2004), and similar to the VDFs measured for PSD. Therefore, we can use the same
VDF as used for PSD, Eq. (21).

For the flux of atoms release via ESD for a species i we have to consider

Prsp,i = ﬁNs/¢e (Eo) Qi (E.)dE (23)

where f; is the fraction of species, Ny is the surface density of the regolith, ¢, (E.) is the
incident electron flux as function of electron energy, and Q; (E,) is the ESD cross section.
This equation cannot be easily simplified since typically there is a wide electron spectrum
in the relevant space plasmas, as discussed below, that must be folded with the energy de-
pendent ESD cross section.

5.2 Experimental Observation of ESD

In the laboratory, ESD is widely known for the release of atoms, molecules, and molec-
ular fragments from a variety of adsorbate/substrate systems, see review by Ramsier and
Yates (1991). For Mercury and the Moon again the experiments by Madey et al. (1998)
and Yakshinskiy and Madey (1999, 2000, 2003, 2004, 2005) have been fundamental to the
understanding of the ESD release process. These authors deposited Na or K atoms onto
SiO; surfaces and lunar basalt and measured the ESD cross sections, the temperature de-
pendence, coverage dependence, and the velocity distribution of released Na and K atoms.
Among other things, they clearly demonstrated that also ESD is a non-thermal process, the
desorption of an alkali atom is the result of an electronic excitation resulting from the ab-
sorption of an energetic electron at the surface. In addition to the release of adsorbed species
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Fig. 10 Left: The 200 eV ESD mass-per-charge (m/z) spectrum of ion yields in arbitrary units (a.u.) obtained
during pulsed electron beam irradiation of Na and K bearing glasses. Right: The HY, H2+ H301, Nat, KT,

O* and O;r yields as a function of incident electron energy. Figure reproduced from McLain et al. (2011)
with permission

from the surface by ESD, there are also few reports on the release of neutral atoms from
alkali earth surfaces (Wurz et al. 1989, 1991) or ions from silicates (McLain et al. 2011).

ESD has been discussed as a potentially important mechanism for releasing material to
the exospheres of the Moon and Mercury. When considered for the Na and K contribution to
the lunar exosphere (Madey et al. 2002; Wilson et al. 2006) it was found that contributions
ESD cannot be separated from PSD, given the much larger fluxes of solar UV photons
compared to solar wind electrons, and the joint presence of relevant populations of electrons
and ions in the magnetotail plasma. Similarly, for Mercury’s exosphere ESD is considered
as one possible source process contributing to the Na exosphere (McClintock et al. 2009),
but again in competition with the PSD release process.

The ESD of ionic species from synthetic Na and K silicate glasses have been compared
to data from the Fast Imaging Plasma Spectrometer (FIPS) on the MESSENGER spacecraft.
From laboratory measurements of ESD ion yields it was concluded that most ions observed
by FIPS (Zurbuchen et al. 2008, 2011) can be formed and released by initial single electron
scattering events with simple mineral analogs, the from the glassy silicates (McLain et al.
2011). The yields of water group ions are also high, particularly at very low water cover-
age and the formation and release of O; (see Fig. 10, middle panel) and Si* are very low
(McLain et al. 2011); requiring significant surface damage. These ions are less likely to be
produced via ESD under the typical flux conditions on Mercury’s surface. Thus, any signal
at amu/e = 32 in FIPS the data is more likely due to S*. This is consistent with the proposed
stimulated desorption of S from CaS and MgS (Bennett et al. 2016; Schaible et al. 2020).

The ESD ion yields exhibit significant and reversible dependencies as a function of the
temperatures present on Mercury. This reversible temperature dependence can be explained
by changes in the density and location of defect sites on the surface that become more ESD
active, which is also consistent with lattice expansion and increased hole localization at
surface defects or defect and vacancy diffusion to the surface. ESD ion yields as function of
incident electron energy shown in Fig. 10, right panel, indicate that ion desorption proceeds
via ionization of shallow core levels. It is well known that inner shell vacancies (holes)
of these shallow core levels decay via Auger electron emission producing two-hole final
states that Coulomb explode and eject ions with kinetic energies of several eV. Since the
desorption of ions requires a two-hole localized state or an ionized state in the vicinity of an
ionized defect or vacancy, increased energy localization and vacancy diffusion will result in

@ Springer



Particles and Photons as Drivers for Particle Release... Page330f83 10

increased cross-sections for ion desorption. Under conditions where the impinging electron
energy exceeds 15-20 eV, direct ejection of ions or molecules via ESD is highly likely.
This may be a higher probability process than neutral desorption followed by photo- or
impact ionization and could be a dominant source term for populating exospheres of airless
bodies such as the Moon and Mercury with complex ions. Interestingly, the cross sections for
ionic desorption from regolith materials also depend on the amount of irradiation damage.
A substantial increase in the Na' yield is observed with increasing electron dose due the
creation of surface defect sites, and these “activated” surface conditions are expected to be
present at the surface of the Moon and Mercury.

5.3 Electron Fluxes at Moon and Mercury
5.3.1 Electron Fluxes at the Moon

The Moon is exposed to variable electron fluxes during its orbit as demonstrated in Fig. 11a,
which shows the mean electron energy flux at lunar distance as a function of energy and
lunar phase compiled from 8 years of ARTEMIS data. The different plasma regions (solar
wind, magnetosheath, and magnetotail) are clearly visible in the electron energy spectra. We
note that the various magnetotail plasma populations (such as the plasma sheet and the tail
lobes) are combined and averaged in Fig. 11a. Additionally, occasional solar transient events
temporarily enhance the fluxes of energetic electrons. Most of these transients are smoothed
out in the time averaged spectra, but some transients remain identifiable as vertical spikes
during the solar wind phase. Figure 11b shows the mean electron energy spectra in units
of distribution function for these different plasma environments, providing average electron
spectra incident upon the upstream side of the Moon. The incident electron fluxes can be
locally modified by multiple processes such as deceleration by the wake potential formed
downstream of the plasma flow, deceleration or acceleration by the lunar surface potential,
shielding by crustal magnetic fields, and wave-particle interaction. The black arrow and
the dashed curve in Fig. 11b show a demonstration of electrostatic deceleration through
a —200 V potential, resulting in a 200 eV energy shift to lower energies, conserving the
distribution function.

5.3.2 Electron Fluxes at Mercury

The electron environment at Mercury is considerably less well characterized, because only
two spacecraft have been able to make in situ measurements to date and electron detection
has only been possible at high (>1 keV) electron energies.

During its three flybys of Mercury, Mariner 10’s electron spectrometer made observa-
tions of several bursts of electrons with unexpectedly high energies. Simpson et al. (1974)
reported fluxes of protons with energies of ~550 keV and electrons with energies of
~300 keV, which exceed approximately 10* and 10> cm~2 s~!, respectively, that have been
recorded in the magnetosphere of Mercury during the first Mariner 10 flyby. An alternate
explanation of these bursts, suggesting that instrument pile-up was likely responsible, was
published soon afterwards (Armstrong et al. 1975). This debate was reviewed in detail (Wurz
and Blomberg 2001) but for about 30 years the Mariner 10 data were the only observations
available of Mercury’s plasma environment.

The MESSENGER mission carried an electron and particle spectrometer (EPS) with a
lower detection threshold of 25 keV, which detected bursts of electrons with energies up to
100 keV (Ho et al. 2011a). Electrons of lower energies were detected by repurposing data
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Fig. 11 (a) The mean electron energy flux at lunar distance as a function of energy and lunar phase.
Spacecraft potential correction was performed in units of distribution function. Possible disturbances of
ambient electrons by the Moon and lunar wake are filtered out to first order by using data acquired at
(X3 + Yaop + Zep)"/? > 2Ry, and (Xigp + Vi + Z3)"/? > 1.5R,. The dashed lines denote the
locations of plasma boundaries (bow shock and magnetopause) observed in ion data (Poppe et al. 2018) for
reference. (b) The mean electron energy spectra for the different ;)lasma environments averaged over the in-
dicated ¢Gsg ranges. A constant background (equivalent to 7 - 10° eV/ cm? /s/str/eV) was subtracted before
conversion to distribution function. The dashed curve shows the average solar wind spectrum with —200 eV
energy shift, demonstrating electrostatic deceleration by typical wake and nightside surface potentials (e.g.,
Halekas et al. 2005, 2008a). The ARTEMIS data used to generate this figure are publicly available at http:/
artemis.ssl.berkeley.edu

from several other instruments, which observed effects driven by electron interactions with
matter.

During every one of MESSENGER’s three Mercury flybys in January and October 2008
and September 2009, the spacecraft’s X-ray Spectrometer (XRS) observed in situ energetic
electrons through X-ray fluorescence induced in the instrument’s Mg and Al filters, and Cu
collimators (Schlemm et al. 2007). These energy spectra are described by a kappa distribu-
tion peaking at 0.7-1 keV and with shape factor « = 7-8 (Ho et al. 2011b). These electrons
were consistently observed throughout MESSENGER’s orbital mission, were located in lat-
itudinal groups, and exhibit dawn-dusk asymmetries (Ho et al. 2016).

XRS also observed X-ray fluorescence emitted from the surface of Mercury, stimulated
by electrons impacting the surface (Starr et al. 2012). These electrons impact preferentially
on the dawnward sector of the nightside of the planet, in aurora-like patterns just equator-
ward of the open-closed field line boundary at both poles (Lindsay et al. 2016). The energy
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spectrum of these electrons cannot currently be well characterized, although their energies
must exceed 1.9 keV and 4 keV to produce the observed X-ray fluorescence in Si and Ca.
MESSENGER’s gamma ray spectrometer (GRS) detected electrons interacting with its
anticoincidence shielding (Lawrence et al. 2015), and electrons originating from dipolariza-
tion events within the magnetotail (Dewey et al. 2017). These electrons have much higher
energies than those detected by XRS either in situ or on the surface, with energies exceeding
100 keV; nevertheless, their spatial distribution matches well with those observed by XRS.

5.3.3 Comparison Between Moon and Mercury

The fundamental differences in electron behaviors and fluxes at the surfaces of Mercury and
the Moon stem from the fact that Mercury has an intrinsic global magnetic field, while the
Moon does not.

The surfaces of both Mercury and the Moon are accessible to electron impact without
an intervening collisional atmosphere, although neither are simply exposed directly to the
solar wind at all times in the manner of smaller planetary bodies. At Mercury the locations,
energies and fluxes of electron impact are controlled by the structure and processes of the
planet’s magnetosphere, while at the Moon the dominant driver is the Moon’s location within
the Sun-Earth-Moon system, and transient variations in solar wind velocity and density. The
electron environment at the Moon is also affected by the Earth’s magnetosphere; it passes
through Earth’s current sheet and magnetotail, where the electron energy spectrum increases
in energy and hardens. The bulk of the surface is accessible to electron impact, although local
crustal magnetic anomalies are very likely to shield small parts of the surface from electron
impact.

Acceleration of particles within the Mercury magnetosphere by reconnection and dipo-
larization events means that electrons impacting at its surface can have significantly higher
energies than those typically seen at the Moon, although similar energized electron popula-
tions are observed as the Moon passes through Earth’s magnetotail.

6 Sputtering by lon Impact
6.1 The Velocity Distribution of Sputtered Particles

The impact of energetic ions, or neutral atoms, will cause the release of atoms and molecules
from the top-most layers of a solid surface, even though the impacting particles will pene-
trate much deeper. This process is called sputtering, and has been studied in detail in solid
state physics for many decades. Recent reviews on sputtering induced by ion bombardment
are provided by Sigmund (2012) and Baragiola (2004). For most materials sputtering is the
result of the nuclear interaction of the projectile ion with the target material (Betz and Wien
1994), which is the case for the rocks and regolith on Mercury’s and the Moon’s surface.
However, for water also the electronic interaction between the projectile ion with the wa-
ter ice results in sputtering, with significantly higher sputter yields at higher ion energies
(Baragiola et al. 2003).

The sputter yield, Y, is the ratio of the flux of released atoms to the flux of impinging
ions. The sputter yield in the nuclear interaction regime has a maximum at an energy around
1 keV/nuc of the impacting ions (Wurz 2012). Towards lower and lower energies, the sputter
yield goes to zero because the deposited energy by the impacting ion is not sufficient to over-
come the binding energy of atoms at the surface; for energies much higher, the sputter yield
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also goes to zero because the ions penetrate deeper into the solid without depositing signifi-
cant energy at and near the surface to cause the release of particles. The energy of 1 keV/nuc
corresponds to a velocity of about 440 km/s, which is a typical solar wind velocity. Thus,
solar wind plasma, when impinging on a planetary surface, will cause sputtering.

The energy distribution for particles sputtered from a solid, f (E,), with the energy E,
of the sputtered particle, has been given as Sigmund (1969), Thompson et al. (1968):

e

f(E.) =2Epg 5 Wwith /'00 f(E)dE, =1 (24)
0

(Ec+ Ep)
and is known as Sigmund-Thompson energy distribution. Written here in normalized form,
where Ep is the binding energy of the sputtered particle, with Ep usually assumed to be
the heat of sublimation. Note that the maximum of the energy distribution in Eq. (24) is
at Enax = Ep/2. At higher energies the distribution falls off with E~2, which was observed
experimentally (e.g., Thompson et al. 1968; Husinsky et al. 1985). Since the binary collision
between the impinging ion and the surface atom is the limiting case for the energetics of
sputtering, this limitation has to be considered in the energy distribution (Wurz and Lammer
2003) and results in a cut-off of the energy distribution at higher energies:

f(E) O Ee Eet Es ith /Oof(E YdE, = 1
e) = —_ _— W1 =
3—8JEp/Esc (E, + Ep)’ Epc 0 R

(25)
where the maximum energy, Epc, that can be transferred in a binary collision is given by
A jon M gp
EBC — Ein ion!" surf >
(mion + Msurf )

with m;,, the mass of the impacting ion, m, s the mass of the sputtered atom, and E;, is
the energy of the incident ion. Since in planetary sputtering the sputter agents are mostly
H* and He™™ ions, which have low mass compared to the species of a mineral surface, and
typical ion energies are keV/nuc, the limit imposed by the maximum transferred energy has
to be considered. At low impact energies E;, the energy distribution of sputtered atoms will
deviate from the E~2 dependence, and will peak at lower energies, given by Eq. (25). This
deviation of the energy distribution from the E~2 for low impact energies has been observed
experimentally (e.g., Brizzolara et al. 1988; Goehlich et al. 2000).
The average release velocity, (v), is derived from the sputter distribution (Eq. (25)) as

(v)

d 2.2 2
_ Jvf (v)dv _ 11)%1}2 ( 3v7 + 503 . 3arctan (vz/vl)) 26)

o S fdv ) (v? + vf)z ViVy
with the abbreviations

2E B Vion
and Vp=—"T"—""
Mgyrf Mion + M gyrf

V) =

The limit of the binary collision imposes a high energy cut-off of the energy distribution of
the sputtered particles. Given that the solar wind plasma consists mostly of H and He, this
high-energy cut-off is significant and has to be considered in the calculations.

The energy distributions of sputtered atoms from monoatomic samples are very well un-
derstood, there is good agreement between the theoretical formulation (Eq. (24)) and the
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experimental results, see for example reviews by Betz and Wien (1994) and Behrisch and
Eckstein (2007). For multicomponent samples fewer experimental data are available. For
metal alloys, there are small changes the surface binding energies of elements observed, as
inferred from the peak of the energy distribution of sputtered species (Behrisch and Eckstein
2007). Also for alkali-halides and earth alkali-halides the energy distributions of sputtered
atoms are described by typical binding energies, however, at elevated temperatures an ad-
ditional thermal component is observed (Betz et al. 1987; Betz and Husinsky 1988). The
most dramatic changes of the energy distribution are observed for oxidized surfaces where
a broadening of energy distribution has been observed, which can be fitted with Eq. (24) or
Eq. (25) very well, if a large Ep is used (Husinsky 1985). The larger E g for oxides has been
attributed to the larger binding energy of atoms in the oxide (Dullni 1984; Kelly 1986).

Not only atoms are sputtered by ion impact, but also polyatomic compounds and clusters.
It is found that for sputtered metallic clusters the energy distributions peak at slightly lower
energies than for atoms, and their energy spectrum falls off more steeply towards higher
energies (Wahl and Wucher 1994; Behrisch and Eckstein 2007). From the sputter release
the polyatomic compounds also have substantial internal temperatures, i.e., rotational and
vibrational excitation, of several 1000 K (Behrisch and Eckstein 2007), which will result in
the unimolecular decay of these polyatomic compounds and thus limit their life time in a
planetary exosphere.

Sputtered ions, usually called secondary ions in the literature, are used in surface science
for analytics of surfaces a lot, in Secondary Ion Mass Spectrometers (SIMS) for surface
chemical analyses (see Benninghofen et al. 1987; van der Heide 2014). In addition to the
physical release, i.e., the actual sputtering of the neutral atoms or ions, the sputtered ions can
undergo a charge exchange process when leaving the surface, which is energy dependent,
thus it modifies the ion sputter yield and the energy distribution. Faster ions survive more
likely the charge exchange process, thus the resulting peak of the energy distribution of
sputtered ions moves to higher energies. The variations of the secondary ion yield can span
five orders of magnitude or more (see Benninghofen et al. 1987; van der Heide 2014). Since
the sputter yield of ions is strongly correlated with the oxidation state of the surface (Wurz
et al. 1990) the higher binding energy of oxidized species on the surface will also result
in an energy distribution peaking at higher energies. The higher energies of sputtered ions
are very well known in surface science community for decades (Benninghofen et al. 1987;
Chatzitheodoridis and Kiriakidis 2002; van der Heide 2014). The energy distribution of
sputtered ions can be written as

E,
E)X —————- 27
J(Ee) x (Eo+En)) ™ 27)

with Ep; the releavant binding energy to characterize the energy distribution of the sput-
tered ions, and x a numerical value less than 0.15 characterizing the screened Coulombic
interaction potential (van der Heide 2014). The observed Ejp; are often higher than their
neutral counterparts (e.g. Pahlke et al. 1982; Tolstogouzova et al. 2002). The exponent in
the denominator of Eq. (27) being less than 3 characterizes the wider tails in the energy
distribution of sputtered ions compared to sputtered neutrals (see Eq. (24)). The higher en-
ergy of sputtered ions has been observed also in studies relevant to planetology (Dukes and
Baragiola 2015).
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The angular distribution of the sputtered particles is given in general (Wurz and Lammer
2003) as

_ nl" (n/2) Y /+ﬂ/2 B
f)= 7ﬁf (%) cosa” with o f@)da=1 (28)

with « the polar angle, and symmetry in the azimuth angle is assumed. This assumption is
well justified because exospheric observations are at a much larger distance from the surface
than the typical grain size of regolith particles, thus asymmetries in the azimuth distribution,
which do exist (Betz and Wien 1994), are averaged out very well. The exponent n, a real
number, is a matter of debate in the planetary science literature. In laboratory measurements
of polycrystalline samples often values larger than 1 are found (Betz and Wien 1994), e.g.
n = 2 by Hofer (1991), or a range of n (Ait El Fqih 2010). However, for modelling of
sputtering of planetary surfaces, i.e., the porous regolith with its microscopic roughness,
n =1 is often used (Cassidy and Johnson 2005), which gives f («¢) = cosc.

6.2 The Total Sputter Yield

The total sputter yield, Y, is the ratio of sputtered atoms and the incoming ions. The total
sputter yield can be calculated analytically (e.g. Behrisch and Eckstein 2007; Lammer et al.
2003; and references therein). The total sputter yield, Y,,,, is given by (Sigmund 1969)

MW +M gy f

2m, 2 2
3a (¢ZSWZsmfe )

Yior =

2¢es, (&) 29)

wopEy Y Ein

where s, (¢) is the nuclear elastic stopping cross-section at the reduced energy, ¢ of the
incident ion, E) is the surface binding energy, o, is the average diffusion cross-section, e is
the elementary charge, and « is a collision parameter. The reduced energy, ¢, is given by

Y Ein 1 0.8853ay
E =

2 2mgw 0.23 0.23
2 MW +Msyrf ZSWZSWf ZSW + Zsmj

(30)

where E;, is the energy of the incident particle, mgy is the mass of the incident ion, n1,r
2

the mass of the sample atom, and y = (4m swmwf)/ (msW + mwf) , Zsw and Z,s are the

nuclear charges of the incident and sample particles, respectively, and ay is the Bohr radius

of the hydrogen atom. The nuclear elastic stopping cross-section, s, (¢), is given for ¢ < 30

as

1 In(1+1.138¢)

— 31
2e 14 0.0132¢9787 + (0.196£0-5 3D

sn (&) =
and for & > 30 as
1
sn(8) = —In(e) (32)
2¢e
The analytical expression for the total sputter yield (Eq. (29) through Eq. (32)) contains
parameters from the incident ion (E;,,, msw, Zsw), which are well known, parameters from
the sample atoms (g, ¥, Zass), Which are also well known, and parameters from the

solid that is formed from the sample atoms (Ej, op, «, s,). The latter parameters are more
difficult to obtain, and some are not known at all from experiments. An important param-
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eter of this group is the surface binding energy Ejthat inversely affects the sputter yield
(Eq. (29)) for which often the sublimation energy of the solid is taken. A problem with this
theoretical formulation is that it is only given for single element solids. Compounds, which
are the normal samples of interest in planetary science, are not covered by this formulation.
Another problem are the values of the surface binding energy for the elements contained in
compound samples, like minerals, which are not known. This is also a problem for the nu-
merical methods discussed below. To obtain these binding energies for Na Morrissey et al.
(2022) performed molecular dynamics calculations of sputtering of Na bearing minerals
to derive these binding energies and obtained a range from 2.6 to 8.4 eV for the studied
minerals. Considering only minerals that are part of mineral groups relevant to Mercury,
jadeite (pyroxene), albite (feldspar) and nepheline (feldspatoid), reduces binding energies to
range from 4.8 to 8.4 eV. These minerals are the Na-endmembers of their respective mineral
group and therefore very unlikely to appear on the lunar or hermean surface. As the mineral
structure of the less Na-bearing pyroxenes, feldspars, and feldspatoids are similar to their
Na-endmember, the binding energies could be applicable for less Na-rich minerals, but the
binding energies from molecular dynamics likely express an upper limit to their respective
mineral group. Moreover, the calculated surface binding energies are for the perfect crystal,
but the surfaces of the regolith grains are severely space weathered, such that the top layer
of about 100 nm has amorphous fractions, nano-phase iron, and agglutinates (Pieters and
Noble 2016). Thus, more work on these surface binding energies is needed.

Modern computer codes give more accurate results for the sputter yield, especially con-
sidering compound materials. For example, the TRIM software, today known as SRIM
(Ziegler et al. 2010), which uses the Binary Collision Approximation (BCA) to calculate
the interaction of the projectile atoms with the atoms of the sample material. TRIM is of-
ten used in simulations for planetary science problems because it is simple to use. SRIM
includes a graphical user interface that allows for anyone with knowledge of the system
they wish to simulate to run a TRIM simulation. It is a relatively old code, based on earlier
versions of TRIM (Biersack and Haggmark 1980), and is very well tested against experi-
ment and other simulation methods (Ziegler et al. 2010), however, is not the most accurate
BCA code that is available. While the simulation tools TRIM and SDTrimSP have shown
good accuracy for yields from monatomic substrates, simulation inputs for sputtering from
compounds requires further research.

Because the sputter yield, Y, is a fundamental parameter for the quantitative interpre-
tation of measurements in the exosphere we briefly review a few of the established tools
that can be used to derive these parameters. The TRIM software is publicly available and
has been widely used in a planetary context to estimate sputter yields of mineral surfaces
since relevant laboratory experiments are scarce (see Sect. 6.8). The few available labo-
ratory results on planetary analog surfaces do indicate, however, that TRIM overestimates
sputter yields for light ions impacting composite materials at solar wind energies because
of unknown surface binding energies and because TRIM does not account for composition
changes in the surface introduced by sputtering (Schaible et al. 2017; Szabo et al. 2018,
2020a). To correct for these limitations, improved versions of TRIM have been developed
in the past, the TRIDYN code (Moller and Eckstein 1984), and the SDTrimSP, SDTrim-2D,
and SDTrimSP-3D codes (Mutzke et al. 2009, 2011, 2019). The SDTrimSP code predicts
the stopping and range of ions in matter as in SRIM but considers the change in composi-
tion of the kinetically sputtered sample. The 2D version further considers surface roughness
whereas the 3D one introduces also spatial variability of concentrations (Stadlmayr et al.
2018; von Toussaint et al. 2017). The OKSANA (Shulga 2018) code addresses the same
limitations of TRIM as SDTrimSP does. Cupak et al. (2021) found that the governing pa-
rameter for description of the sputtering behavior is the mean value of the distribution of
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surface inclination angles, rather than the commonly used root mean square roughness. This
finding is the basis for an analytical treatment of the effect of surface roughness on the
sputter yield (Szabo et al. 2022).

6.3 Released Particle Flux by Sputtering
Combining the total sputter yield with the angular and energy distribution, we obtain
Y(Ee,a) =Y+ f(Ee) - f () (33)

With the sputter yield, Y;,, we can proceed to calculate the sputtered flux, &y, resulting
from an ion flux, ®,,,, impinging onto the surface:

¢sp = Do Yior
For a species i in the surface material we get its sputter flux as
®.rp,i = qjionYmt,i = ®,,C; Yrel,i (34)

with C; the concentration of species i on the surface and Y,,;; the relative sputter yield. The
sputtered flux, @y, ;, released from the surface results in a density profile in the exosphere,
which can be observed remotely with optical telescopes providing line-of-sight column den-
sities, or in situ by mass spectrometers providing local densities of species. Having measure-
ments of densities in the exosphere one can invert Eq. (34) to obtain the concentration of a

species on the surface
1 ; (0 1
6= om0 (20 ) w5 35)

¢i0n n; (}") Yreli

where @, is the flux of ions onto the surface during the observation (obtained either from a
measurement or a model), n; (r) is the measured density of species i at an altitude r, the ratio
(n; (0)/n; (r)) relates density to the surface using a model, and (v;) is the average velocity
from the release process (Eq. (26)). Similarly, one can use the measurement of a column
density to derive the concentration of a species on the surface

€= NG ("—“”) (vr) (36)
(Dion NCi (r) Yrel,i

where NC; (r) is the measured column density of species i at an altitude r, and the ratio

(n; (0)/NC; (r)) relates the column density to the surface density using a model.

Since the sputtered flux reflects the bulk composition of the solid quite well, after an
equilibrium has been established (Behrisch and Eckstein 2007), the measurement of species
in the exosphere resulting from sputtering can be used to infer the chemical composition of
the surface.

In practice this deriving the surface concentrations is difficult because of usually there
is an unknown mix of release processes that contribute to a given density of an exospheric
species. In addition to the mix of processes, there are uncertainties in the flux of ions, the
sputter yield of the compound(s) at the surface, a possible latitude and longitude depen-
dence of processes, and the actual global distribution of the exosphere. Therefore, one has
to select observations carefully where one or several release processes can be excluded from
contributing significantly to the exospheric signal, and assure that the necessary input param-
eters for the inversion are available, with the selection being different for different species.
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Fig. 12 Left: Sputter energy distribution for H, O, Ca, and Fe from Eq. (25) using a solar wind speed of
440 kms~1. Right: Sputter velocity distribution for H, O, Ca, and Fe

6.4 Exospheric Escape of Sputtered Particles

Figure 12, left panel, shows the energy distribution for sputtered atoms according to Eq. (25)
for H, O, Ca, and Fe atoms. Clearly the effect of the high-energy cutoff can be seen, which
truncates the energy distribution to lower energies for higher mass atoms. For calculating
the escape, it is more convenient to look at the velocity distribution of sputtered atoms,
which is shown in Fig. 12, right panel. Because sputtering imparts comparable energies to
the different sputtered atoms, they disperse when plotted in velocity space. For the escaping
fraction we need to estimate the part of the VDF above the escape speed, which is for
Mercury vy, = 4250 ms~! and for the Moon v, = 2375 ms~!.

Figure 12, right panel we immediately see that a considerable fraction of the sputtered
atoms is escaping, for Mercury and more so for the Moon. For Mercury, escape fractions
range from 31% for Fe to 65% for O, and for the Moon from 90% for Fe to almost 100
% for the light species. To first order there is a mass dependence resulting from the cutoff
energy and of course the mass, and to second order there is a species dependence because
of the energy distribution is also a function of the binding energy (Eq. (25)). In addition to
the direct losses from sputtering, there is also photoionization of the species contributing to
the escape.

Note that the energy distributions for the species depend on the binding energy of the
atoms on the surface (see Eq. (24) and Eq. (25)), and thus also the calculated escape frac-
tions depend on the binding energy. The binding energies for all species for the range of
minerals on the lunar and hermean surface are not known and often binding energies for
mono-elemental solids are used or other approximations. Morrissey et al. (2022) performed
molecular dynamics calculations of sputtering of Na bearing minerals to derive these bind-
ing energies as discussed above. Using these binding energies, they calculated also escape
rates for Na, and got similar escape rates as mentioned above. Since they used Eq. (24) rather
than Eq. (25) for the energy distributions, their escape rates for Na tend to be somewhat too
high.

Comparing the Moon and Mercury, we notice a significant difference: whereas most sput-
tered atoms escape from the lunar exosphere, a considerable fraction of the sputtered atoms
fall back onto Mercury’s surface. Since the escape on Mercury is species dependent there
will be a change in Mercury’s surface composition such that light species are preferentially
lost, in particular oxygen, leading to a chemical reduction of the visible surface. Thus, the
space weathering is different on the Moon and Mercury.
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6.5 lon Fluxes at Mercury

As described above, plasma regularly impacts Mercury’s surface that is primarily by con-
trolled magnetic reconnection and the dynamics of magnetospheric circulation. Early in the
MESSENGER mission, Winslow et al. (2014), estimated impact fluxes of protons in the
northern and southern magnetospheric cusps as part of proton reflectometry study which es-
timated the surface magnetic field in those places. Using averages for loss cone and proton
properties (density and temperature), they obtained fluxes of 9.8 - 10°-3.9 - 108 cm~2s~!
impacting on the surface. Those authors also made a rough estimate of the ion impact flux
in the southern cusp, finding about 4 times the northern value, which is a result of the north-
ward shift of the magnetic dipole (Anderson et al. 2012). MESSENGER’s highly elliptical
orbit with northern hemisphere periapsis, kept it much farther away from the southern cusp
than the ~200-1000 km altitudes of northern cusp crossings. This estimate is consistent
with one made from small, plasma-filled magnetic structures termed plasma filaments, that
were observed passing through the northern cusp (Poh et al. 2016). They estimated the total
rate of impacts on the surface from all cusp filaments to be (2.70 + 0.09) - 10% s~!. With
the entire mission dataset available, Raines et al. (2022) located about 2800 cusp cross-
ings from plasma data enhancements, out of the 4106 orbits containing plasma data. They
computed orbit-by-orbit estimates of proton impact flux in the northern cusp ranging from
10* cm=2s7! to 108 cm~2s~!, with an average of ~1 - 10" cm~2s~!. They found that im-
pact fluxes varied on timescales as low as the 10 s plasma measurements, with peaks up
to ~1-10° cm™2s~!. Applying the same technique to the plasma sheet horn, preliminary
estimates of proton impact fluxes in the range of 10*~107 cm—2s~! (Raines et al. 2022).
Model estimates of plasma impact fluxes on the surface are at the higher end of the
observed range. Kallio and Janhunen (2003) used their hybrid model to simulate proton
impact across Mercury’s entire surface for a wide range of solar wind conditions. They
found ion fluxes impacting on the surface ranging 107—10° cm~2s~! across the dayside,
concentrated in the cusp region in most cases, and about an order of magnitude lower fluxes
on the nightside, along the open-closed field line boundary. MHD simulations (e.g., Benna
et al. 2010) and test particle calculations in analytical fields (Massetti et al. 2003) have
reported similar ion fluxes to the surface. Solar wind conditions mainly changed the area
over which the highest fluxes were spread, with strongly southward IMF Bz conditions
opening the entire dayside to direct impact by the solar wind. These conditions may have
been observed by MESSENGER during intense CMEs (Slavin et al. 2019; Winslow et al.
2020) but only in less than 10 of the over 4100 orbits. A later hybrid modelling study was
able to reproduce the relative insensitivity of dayside reconnection at Mercury to the IMF
direction (Fatemi et al. 2020), producing fluxes in the same range for both fully southward
and northward IMF configurations. A unique aspect of Mercury’s interaction with the solar
wind arises from the large ratio of the scale of the planet to the scale of its magnetosphere
and the presence of a large-size core composed of highly conducting material. This results in
strong feedback between the induction field of the planetary interior and the magnetosphere.
Especially under conditions of strong external forcing the global magnetospheric structure is
affected changing the extent to which the solar wind directly impacts on the surface, which
has been studied in recent MHD simulations (Jia et al. 2015; Dong et al. 2019).
Furthermore, Kallio et al. (2008) studied the impact of multiply charged solar wind Fe®*+
and O’* ions on Mercury’s surface by using a quasi-neutral hybrid model. The results of
their simulations showed that these heavy multiply charged ions impacted the surface non-
homogenously. The highest flux was near the magnetic cusps, similar to the impacting solar
wind protons. However, in contrast to protons, the multiply charged ions did not create high

@ Springer



Particles and Photons as Drivers for Particle Release... Page430f83 10

ion impact flux regions near the open-closed magnetic field-line boundary (Kallio et al.
2008), instead there is a dawn—dusk asymmetry and the total ion impact rates increased with
respect to the increasing mass per charge ratio for ions. The reason is that the gyroradii
for the highly charged ions become relevant with respect to the size of the magnetosphere,
with the asymmetry resulting from the gradient and curvature drifts that drive positive ions
clockwise when viewed from above the North Pole. This asymmetry indicates that Mer-
cury’s magnetosphere acts as a kind of “mass spectrometer” for heavy solar wind ions. Im-
pacting multiply charged heavy ions are energy sources that can result in the generation of
ion pairs, electrons and soft X-rays as well as EUV-photons in the upper surface layer. The
associated energy release from the neutralization of the multiply charged heavy ions occur-
ring at or in the vicinity of the surface can result in an additional release of ions, electrons,
neutrals and photons from the planet’s surface, which may contribute to its non-isotropic
space-weathering.

6.6 lon Fluxes at Moon

While the Moon is in the solar wind, it is exposed to the solar wind ions that are composed
mainly (~90-95%) of ~0.5-2 keV protons with minor contributions from multiply charged
heavy elements, e.g., He>*, 0%+, O7*, Si®*, Fe’*, and others (e.g., Bame et al. 1975; von
Steiger et al. 2000; Wurz 2005; Bochsler 2007; Kallio et al. 2008). The solar wind is mainly
supersonic and super-Alfvenic and it usually has a non-Maxwellian velocity distribution
function (e.g., Marsch et al. 1982; Demars and Schunk 1990; Matteini et al. 2012). The
Moon also interacts with the terrestrial bow shock and magnetosheath during its inbound
and outbound orbit of the Earth magnetosphere. Plasma composition in those regions is
similar to those in the solar wind, but the plasma is highly thermalized (e.g., Halekas et al.
2015). In the magnetotail, the Moon is interacting with earthward and anti-earthward sub-
sonic flow of the solar wind (i.e., H" and He*?) and terrestrial ions (mainly O™, O;, and
N;r) (e.g., Christon et al. 1994; Seki et al. 1996; Poppe et al. 2016b). The flux of these ions is
several orders of magnitude smaller than the solar wind ion flux (e.g., Vaisberg et al. 1996;
Poppe et al. 2016b; Artemyev et al. 2017). However, during intense geomagnetic storms and
substorms, highly energetic ions have been observed at Moon’s distance and beyond (e.g.,
Zong et al. 1998).

Outside the terrestrial magnetosphere, the Moon may also be exposed to the terrestrial
foreshock ions (e.g., Gosling et al. 1978; Greenstadt et al. 1980), foreshock bubbles and
cavities (e.g., Sibeck et al. 2002; Turner et al. 2013, 2020; Omidi et al. 2010, 2013; Archer
et al. 2015), and hot flow anomalies (HFAs) (e.g., Schwartz et al. 1985; Schwartz 1995;
Thomas and Brecht 1988; Eastwood et al. 2008; Zhang et al. 2013; Wang et al. 2013). The
foreshock ions, which are the backstreaming particles from the terrestrial bow shock, form
three different types of distribution functions: a reflected beam of narrow angular extent, as
the kidney-bean shaped distribution, and as a nearly isotropic and diffuse distribution (see
review by Eastwood et al. 2005, and references therein). Foreshock bubbles and HFAs have
similar characteristics: they have low density plasma with low magnetic field strength in
the core, surrounded by high density and thermalized plasma and enhanced field strength.
The main difference between them is the HFAs are transient phenomena that move along
the bow shock at the intersection between the bow shock and magnetic discontinuity (e.g.,
Turner et al. 2013).

Nearly 60 years ago, Luna 2 and Explorer X satellites provided the first observation of
solar wind ion flux around the Moon in the range of 10% to 10° cm™?s~! (Gringauz et al.
1961; Bridge et al. 1962). Since then, the solar wind plasma parameters around the Moon
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have been observed by several spacecraft (e.g., Ogilvie et al. 1996; Lin et al. 1998; Halekas
et al. 2008b, 2011; Poppe et al. 2014, 2018). Poppe et al. (2018), have statistically provided
the most complete picture of the ion fluxes around the Moon. Thanks to the long-period ob-
servations of lunar plasma and electromagnetic environment by the ARTEMIS dual-probe
mission, Poppe et al. (2018), calculated mean ion energy flux in near-lunar space by aver-
aging over 5 years of ARTEMIS observations. They separated the data set into periods with
and without solar energetic particle (SEP) events. They found that SEP events comprised
approximately 15% of the data set, while the remaining 85% of the time is without SEPs.
Figure 13 shows the average ion energy spectrogram as a function of lunar Geocentric-Solar-
Ecliptic (GSE) longitude, i.e., lunar phase. Figure 13a and Fig. 13b show the low and high
energy ion spectrum for non-SEP times, respectively, and Fig. 13 ¢ and Fig. 13d show the
low and high energy ion spectrum for SEP times, respectively. The vertical dashed lines in
Fig. 13a and Fig. 13b indicate the terrestrial bow shock and magnetopause boundary cross-
ings (Poppe et al. 2018). As a result of the tidal locking of the Moon’s rotation with its orbit,
the highest cumulative solar wind proton implantation on the lunar surface is located on the
lunar farside while the most energetic protons impact on the nearside, and the total ion im-
pact rate was found to be smallest when the Moon is deep in the magnetotail (Kallio et al.
2019).

Figure 14 shows the ions’ differential flux at different plasma environments the Moon
encounters during its orbit around the Earth (Poppe et al. 2018). The averaged differen-
tial flux of all different environments (black curve with diamonds) shows the flux peaks at
~10* cm™2 s~ ! sr~! eV~! near 600 eV. We see the ions cover a broad range of energies, but
in general, the most dominant ion fluxes have energies between ~0.1-10 keV.

In addition to the different plasma regimes, lunar crustal magnetic fields (also known as
crustal magnetic anomalies) add an extra level of complexity to the ion fluxes that impact
the lunar surface. Lunar crustal fields are extensively spread over the entire lunar surface
with various field intensities, but they are mostly clustered on the southern hemisphere of
the lunar far side (Richmond and Hood 2008; Mitchell et al. 2008; Tsunakawa et al. 2010).
The fields are mainly non-dipolar and have complex structures and the maximum strength
of the fields on the lunar surface is expected to be at least a few hundred nanotesla (Dyal
et al. 1974; Hood et al. 2001; Mitchell et al. 2008). Depending on the strength, geographical
location, and the plasma properties that interact with the crustal fields, the access of the
plasma to the lunar surface can be substantially altered.

In general, the access of the ions and electrons into the lunar nightside surface is consid-
erably blocked by the plasma absorption on the lunar dayside (e.g., Lyon et al. 1967; Whang
1968; Bale 1997; Harada et al. 2010; Fatemi et al. 2012). However, different mechanisms
may facilitate the access of the solar wind ions into the low altitude lunar wake, and even-
tually the lunar surface. Vorburger et al. (2016) observed that the ion impact on the lunar
night side reaches from the terminator to up to 30° beyond the terminator. These mecha-
nisms include (1) The gyrating solar wind protons enter the lunar wake perpendicular to the
direction of the IMF as a result of ambipolar processes (Nishino et al. 2009a), (2) Scattered
protons from the lunar day side are picked-up by the solar wind and enter deep into the
wake (Nishino et al. 2009b; Dhanya et al. 2018), (3) The scattered protons at lower deflec-
tion angles on the day side are accelerated close to the polar terminator and enter the lunar
night side perpendicular to the magnetic field lines (Wang et al. 2010), (4) The solar wind
protons intrude into the wake along the magnetic field lines perhaps due to the ambipolar
acceleration (Futaana et al. 2010), (5) The high energy solar wind protons from the tail of
the proton velocity distribution function can enter deep into the lunar wake even during par-
allel IMF conditions (Dhanya et al. 2013). Furthermore, a small fraction of solar wind ions
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Fig. 13 The mean differential ion energy flux as a function of energy and lunar GSE longitude, where the
longitude 0/360° is the “full moon” and 180° is the “new moon”. Panels (a and b) are for non-SEP times
and panels (c and d) SEP times. The dashed lines in panel a and panel b denote observed plasma boundaries
(bow shock and magnetopause) as described in the text. Figure reproduced from Poppe et al. (2018) with
permission

is reflected at the Earth’s bow shock and accelerated to go back to the upstream region along
the IMF forming the foreshock (e.g. Eastwood et al. 2005). The typical energy of the re-
flected ions ranges from several keV to MeV (which is included in the red curve in Fig. 14).
When the Moon is located in the foreshock, these high-energy ions backstreaming from the
bow shock can directly access the lunar surface (Benson et al. 1975; Nishino et al. 2017).
The high-energy ion bombardment on the lunar surface may facilitate sputtering of volatile
species there. We still do not exactly know which fraction of these ions impact the nightside
lunar surface.

@ Springer



10 Page 46 of 83 P.Wurz et al.

T T T T T T
3 Total &—%
10" — Solar Wind + Foreshock &——© 7|
Magnetosheath
— L Magnetotail 6———% ]
T SEP Events 6——=
o 102 Alphas (estimated) +——+ B
T
® J
T
2]
o 10° —
=
S, J
X
=]
T 1072 —
a J
107 e
I I

10' 102 10° 10* 10° 108
Energy [eV]

Fig. 14 The mean energy spectrum of ions at the Moon as calculated from the ARTEMIS observations (black
diamonds). Colored curves denote the contributions to the mean flux from the solar wind and terrestrial
foreshock (red), magnetosheath (orange), magnetotail (blue), and SEP events (green). The fraction of the
observed flux due to alpha particles (Het ) is estimated as shown by the black crosses. The gap near 30 keV
results from the transition of the ESA instrument (1-25,000 eV) to the SST instrument (30 keV-3 MeV).
Figure reproduced from Poppe et al. (2018) with permission

6.7 Space Weathering and Sputtering by CME Plasma

Solar wind interacting with exposed surfaces produces energetic exospheric components
of sputtered surface minerals (e.g., Lammer and Bauer 1997; Killen and Ip 1999; Wurz
and Lammer 2003; Milillo et al. 2005; Killen et al. 2007, 2012; Pfleger et al. 2015), as
discussed above. Comparing regular slow solar wind and CME exposure indicates strong
enhancements of sputter yields caused by an increased abundance of He and O ions in the
CME:s (Kallio et al. 2008). Killen et al. (2012) calculated that CME exposure can enhance
the source rates of sputtered elements from the surface such as Ca or Mg from the Moon
up to 50 times, depending on the CME plasma parameters, compared to normal solar wind
sputtering. Additionally, these researchers found that the released surface minerals have a
high probability of escaping the Moon by leaving its Hill sphere either via direct escape or
by photoionization.

Due to Mercury’s magnetosphere, the usual solar wind plasma is mostly deflected around
the planet and does not reach the whole planetary surface on the dayside. During nominal
solar wind conditions most of the release of atoms from surface minerals is from the cusp
regions where the magnetic field is weakest and particle impact is common (Zurbuchen
et al. 2011; Winslow et al. 2012, 2014; Raines et al. 2014; Poh et al. 2016). The release
of sputtered atoms from the cusps via sputtering by solar wind ions has been modelled by
Mura et al. (2005) in preparation of their direct measurement by the SERENA instrument
on BepiColombo (Orsini et al. 2021). As one can see Fig. 15, when a CME collides with
Mercury, the magnetosphere gets so compressed that the CME-plasma can reach the surface,
releasing surface minerals more efficiently from the planet’s surface than during quiet solar
wind conditions. Winslow et al. (2017) estimated that during the passage of roughly 30%
of CMEs, Mercury’s dayside magnetosphere reaches the planet’s surface, thereby leaving it

@ Springer



Particles and Photons as Drivers for Particle Release... Page 470f83 10

Run E1 (Perfectly Northward IMF) Run E2 (Perfectly Southward IMF) Run E3 (Perfectly Northward IMF)

Fig. 15 Contour maps of the solar wind proton impact on the surface of Mercury from hybrid simulations.
The density of impacting protons is normalized to the upstream solar wind density (panels a—c), and the flux
of impacting protons normalized to the upstream solar wind flux (panels d—f). The subsolar point is at the
center of each panel at latitude 0° and longitude 12 hr. The open-closed magnetic field line boundaries are
calculated from magnetic field from the hybrid simulations and are shown by dashed black lines in each panel.
For all panels, the IMF magnitude is Byysr = 18 nT, solar wind speed is 600 kms !, and the Mach number is

Mg =9.2. For runs E1 and E2 the solar wind density is 70 cm™3, the dynamic pressure is Pgyy = 42.2 nPa,

plasma beta 8 = 2.1, and Alfvenic Mach number is 12.8. For run E3 the solar wind density is 120 em™3,

the dynamic pressure is Pgyy = 72.3 nPa, plasma beta = 3.6, and Alfvenic Mach number is 16.7. Figure
reproduced from Fatemi et al. (2020) with permission

temporarily open to bombardment by CME plasma and the interplanetary medium. Slavin
et al. (2019) selected four such events in the MESSENGER data and the flux transfer events
associated with the passage of a CME. Winslow et al. (2020) provided a thorough analysis
of MESSENGER FIPS plasma and the MAG magnetic field data during periods of CME
plasma at Mercury, presenting strong evidence for the compression of the magnetopause to-
ward the surface and a simultaneous enhancement in Na™-group ion densities on the whole
dayside. Photoionization of sputtered Na is effective (Wurz et al. 2019), allowing to ob-
serve this response in sputtering at the foot-point of the cusp. Orsini et al. (2018) compared
ground-based Na images taken at the time of the MESSENGER FIPS and MAG data notic-
ing that the Na exospheric emission during CME passage on 20 September 2013 extended
over the whole dayside, while under nominal solar wind conditions the distributions mostly
had the usual double peaks at mid latitudes.

Figure 16 shows modelled column densities of Mg and Ca (Pfleger et al. 2015). The col-
umn densities increase with increased IMF and plasma parameters. One can see that they
become significantly larger for stronger particle exposures. In the latter scenario the entire
dayside of Mercury experiences intense ion sputtering which results in column densities
that are more than an order of magnitude enhanced in comparison with nominal solar wind
conditions. Strong ion density enhancement associated with CMEs have been observed for
Na-group ions (Winslow et al. 2020), but not for Mg and Ca ions. Such an efficiency en-
hancement of the sputter yield can be compared with the findings for the Moon by Killen
et al. (2012) mentioned above.

Because the Sun was more active in its past, during the first hundreds of million years
of their history Mercury and also the Moon experienced frequent CME, SEP and also flare
events that may have led to a depletion of moderately volatile elements during their history
(Saxena et al. 2019).

These authors reconstructed the possible CME frequency of the young Sun by using the
rotation-flare rate relation for Sun-like stars observed by the Kepler satellite (Notsu et al.
2013) for three classes of assumed rotational histories of the young Sun. One should note
that the rotational history of the Sun is unknown, but it would control the amount of magnetic
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Fig.16 Modelled column densities for the usual solar wind and CME exposure scenarios described in Fig. 15
obtained by passing the planet along a line parallel to the Sun-planet direction at 10 Mercury radii and
projecting the density integrated along the lines of sight onto the noon-midnight plane of Mercury. Each
image displays a region of 20 x20 Hermean radii. Figure adapted from Pfleger et al. (2015) with permission

Fig. 17 Reconstructed CME Reconstructed History of Earth Incident CMEs per Day
collision number with Earth per ' — Toesserg

day for three different young Sun — 10E32erg
rotational evolutions. CME-rates - ig:: ::: i:g:z:
correspond to X10 and X100

flare energies and frequencies
inferred from Kepler-based 10t}
rotation-flare (Notsu et al. 2013)

2
10 Typical M Class Flare - 10E30 ergs

relationships. Figure reproduced § 10° ™
from Saxena et al. (2019) with 2
permission 3 107

102} TITARRszs

103} Fast Rotator - Solid Lines

Medium Rotator - Dashed Lines
10¢ Slow Rotator - Dotted Lines
10-5 i
10? 10°
Myrs

flux emitted and hence the flare and CME activity (Tu et al. 2015; Saxena et al. 2019).
Figure 17 shows the reconstructed history of collisions of CMEs with the Earth over time
for different evolutionary paths of the Sun (Saxena et al. 2019).

Saxena et al. (2019) concluded that the lunar crust may have stored space weather related
evidence from the young Sun due to the expected energetic CMEs and SEPs that interacted
with the Moon during the first few hundred million years after its origin. SEPs associated
with these CMEs may have induced spallation, the formation of chemical elements from the
impact of energetic particles, which could have been recorded in fission tracks, and should
be searched for in future samples.

Enhanced spallation effects caused by energetic protons early in the history of the so-
lar system have been discovered in meteoritic grains. High-sensitivity noble gas mass-
spectrometric analyses of meteorite grains including solar flare heavy ion tracks show large
enrichments of spallation-produced >' Ne and 3 Ar when compared to non-irradiated grains
from the same meteorite (Caffe et al. 1987; Koop et al. 2018). These findings can be ex-

@ Springer



Particles and Photons as Drivers for Particle Release... Page490f83 10

plained by solar flare irradiation in the early solar system with a proton flux several orders
of magnitude higher than contemporary solar flares.

Saxena et al. (2019) suggest that it may be possible to constrain the activity and rotation
history of the young Sun by careful analysis of specific samples from different regions of the
Moon. We note that similar processes caused by an early period of an even more intense and
increased space weather compared to that at the Moon’s surface should also have affected
Mercury. Orsini et al. (2014) estimated that Sun-induced erosion processes in early times, a
combination of ion sputtering, PSD, and enhanced diffusion, caused an erosion of Mercury’s
top-20 m surface layer, thereby also depleting the moderately volatile element Na.

6.8 Laboratory Experiments for Sputtering of Planetary Surfaces

Laboratory experiments are crucial to verify theoretical predictions for sputtering and to
provide models with the required input parameters for yield, angular distribution, energy
distribution, and chemical composition of sputtered ejecta (see Sects. 6.1-6.3). First sputter
investigations on lunar and lunar analogue material by solar wind ions date back to the
early times of lunar exploration (Wehner et al. 1963a, 1963b; Wehner and Kenknight 1967)
where lunar solar wind sputter rates between 0.4 and 1.1 A/year, depending on material,
were found. Later, also the ion emission due to solar wind ion impact on lunar analogue
material was studied (Elphic et al. 1991), were the range of relative ion yields covered four
decades of variation depending on sputtered ion species.

To perform sputtering experiments under laboratory conditions relevant to the surfaces
of the Moon and Mercury, a well-defined sputter sample must be created which can then
be irradiated. Two main types of samples have been developed by researchers over the past
decades: Thin films (micrometers or thinner) that can be deposited on a microbalance and
thick samples (>> micrometers) of loose mineral powder, mineral grains, or pressed pellets.
Thin films have the advantage that the sputter yield can be directly measured as the mass
loss rate from the microbalance (see Hayderer et al. 1999 for a description of the method)
and the chemical and physical properties are easier to characterize. Studies relevant for the
Moon and Mercury surface include e.g., Sporn et al. (1997), Kiistner et al. (1998, 1999),
Tona et al. (2005), Hijazi et al. (2014), Martinez et al. (2017), Hijazi et al. (2017), Stadl-
mayr et al. (2018), and Szabo et al. (2018). These studies are summarized in Table 4. Thick
samples are closer to actual surfaces on the Moon and Mercury, offering the opportunity to
directly compare the optical properties of the sample with space observations and to assess
the influence of porosity, crystallinity and surface roughness on the sputtering process. Such
approaches have been followed by e.g. Loeffler et al. (2009), Meyer et al. (2011), Dukes and
Baragiola (2015), Kuhlman et al. (2015), Vysinka et al. (2016), and Jaggi et al. (2021). The
sputter yield from thick samples can only be measured indirectly by catching the ejected
particles on a microbalance, in a mass spectrometer or studying them with an atomic force
microscope (see e.g. Christoffersen et al. 2012).

The knowledge from sputter experiments relevant for the Moon and Mercury can be
summarized in the following very general terms:

e Sputter experiments in laboratory with mineral samples SiO,, CaSiO3 (wollastonite), and
(Ca,Mg,Fe),Si,0¢ augite (Schaible et al. 2017; Szabo et al. 2018, 2020a, 2020b) indicate
that TRIM overestimates the true sputter yield of solar wind ions sputtering the surfaces
of the Moon and Mercury (see Sect. 6.2). The SDTrimSP code reproduces these experi-
mental results better, but some remaining discrepancies indicate that physical processes
are still missing in the numerical simulations. This point is illustrated in Fig. 18.
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e The sputter yield is ¥ ~ 0.01-0.1 atoms/ion for H at solar wind energy, and Y ~ 0.1-1.0
atoms/ion for He™ at solar wind (Schaible et al. 2017; Roth et al. 1979; Wehner and
Kenknight 1967; Hijazi et al. 2017).

e Higher charge states of ions existing in solar wind increase the sputter yield due to po-
tential sputtering. For He™™ ions, this enhancement is roughly 50% compared to kinetic
sputtering by He only (for wollastonite (Szabo et al. 2020a), for KREEP (Barghouty et al.
2011), and anorthite samples (Hijazi et al. 2017)). This is particularly important as He is
the most abundant among multiply charged solar wind ion. For heavier multiply charged
ions there is also a significant enhancement in the sputter yield because of potential sput-
tering, but the abundance of the heavy ions in the solar wind is too low to make a differ-
ence for the total sputter yield. Claims for significant, or even dominant, contributions to
the sputter yield by multiply charged ions heavier than He (Shemansky 2003; Killen et al.
2004) are not compatible with the experimental data from the laboratory.

e In various experiments, the sputter yield has been measured and tabulated as a function
of energy, species, inclination angle, and charge state of impactor, but the influence of
the sample material properties (i.e., mineral composition, surface roughness, porosity,
crystallinity, and temperature) on the sputter yield are not well constrained.

e The sputter yield is a strong function of the angle of incidence, see Fig. 18, however only
for smooth surfaces. Since the regolith grains have a large roughness on the microscopic
scale, actually all angles of incidence will occur, independent on the macroscopic angle
of incidence of the ions. Thus, for the calculation of the sputter yield an angle of 45°
should be chosen, which is representative for rough surfaces (Kiister et al. 2000; Wurz
et al. 2007).

e The energy distribution of neutral sputtered atoms from monoatomic substrates is well
established (Betz and Wien 1994). For multi-component substrates less experimental in-
formation is available, see discussion in Sect. 6.1, and review by Behrisch and Eckstein
(2007). Typical energies for sputtered atoms are a few eV, and typical energies for sput-
tered ions are about 10 eV (Benninghofen et al. 1987; Dukes and Baragiola 2015).

e The stoichiometry equivalence of ejecta and irradiated surface is attained in equilibrium
because the composition of the sputtered flux has to match the bulk composition of the
sample, otherwise the sample would be depleted in a species of disproportionally higher
sputter yield (Behrisch and Eckstein 2007). This equilibrium means that the very surface,
the top 1-3 atomic layers where the sputtered particles come from, have a different com-
position than the bulk of the sample. Before equilibrium is reached some species can have
a disproportional sputter yield, such as sputtering of oxygen that is augmented by poten-
tial sputtering (Szabo et al. 2020a). Also adsorbed layers of material, like Na on minerals,
might have a larger sputter yield than if these species would be sputtered from the mineral
compound (Dukes et al. 2011).

e Changes in surface properties (porosity, roughness, composition, mineral phases) of ana-
logue samples upon sputtering and the implication for remote sensing of planetary sur-
faces via reflectance spectroscopy can also be investigated in the laboratory (Jaggi et al.
2021).

e The effects of solar wind electrons (with bulk energy of about 5 eV) on mineral samples
have not been investigated in laboratory conditions to our knowledge. However, labora-
tory studies at higher electron energies (tens to hundreds of eV) resembling electrons in
Mercury’s magnetosphere showed the release of HT, Hy, OF, H;0%, Na*, K* and O;r
from silicate glasses, with the H- and O-bearing species from chemisorbed water on the
surface (McLain et al. 2011).
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Fig. 18 Measured sputter yields versus numerical predictions. Left panel: Sputter yields of H (top) and He
ions (bottom) irradiating a SiO, sample. Figure reproduced from Schaible et al. (2017) with permission.
Right panel: Ar ions irradiating a CaSiO3 sample as a function of ion incidence angle. Figure reproduced
from Szabo et al. (2018) with permission

Although the principles of ion sputtering of minerals are known, there remain several
open questions related to sputter processes on the surfaces of the Moon and Mercury, which
must be examined in future laboratory experiments. These include determination of sputter
yields for mineral species relevant for the Moon and Mercury that have not been investi-
gated, in particular for volatile-rich minerals. Moreover, it should be investigated if and how
the sputter characteristics of vapor-deposited mineral films (single minerals, compact, chem-
ically pure) usually preferred in laboratory experiments differ from more ‘realistic’ samples
(i.e., lunar regolith, breccias). On the other hand, more systematic assessments are needed
on how accurate laboratory sputter yields can be predicted by numerical simulations in gen-
eral. This is relevant because we will never have laboratory experiments for every possible
configuration needed for surface and exosphere models.

7 Chemical Sputtering

We discussed physical sputtering above, where collisions between a primary particle and the
atoms of the solid lead to a collision cascade with the release of atoms from the surface in
direct consequence. In contrast, in chemical sputtering the surface is changed by the impact
of a primary particle in such a way that an atom or molecule from the surface is released,
or its bond to the surface is largely reduced so it can be set free by thermal desorption or
by PSD. This can be accomplished by changing the chemical composition (the formation
of radiolysis products), by changing the mineralogical composition, by the production of
crystal defects and voids, and related processes (Haring et al. 1984; Winters and Coburn
1992). In the context of planetary science, in particular for the surfaces of Mercury and the
Moon, Potter (1995) gave this example for chemical sputtering for a simple mineral, sodium
silicate:

2H + Na,SiO3 — 2Na + SiO; + H,O 37)
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where the H atoms in Eq. (36) are solar wind protons being implanted in the near-surface
volume, which leads to the formation of silicon oxide, water molecules and atomic Na. Note
that the solar wind proton comes with about 1 keV of energy, which is much more than the
typical binding energies of atoms in a mineral, facilitating rearrangement of atomic bonds
and formation of relocations or dislocations of atoms in the mineral structure. Moreover, the
proton is a chemical reactive species contributing to the changes in the mineral. However, the
simple sodium silicate presented in Eq. (36) is not a likely mineral to be found on the surface
of Mercury or the Moon, but Feldspar is (Wurz et al. 2010), and the chemical equation is
then:

H + NaAlSi3;Og — Na + AlO + 3SiO, + H,0 (38)

again providing the atomic Na on the surface. Similarly, for potassium feldspar (orthoclase,
KAI;3Si30g) the analog chemical equation can be written with atomic K as one of the end
products.

Note that the formulation of the process of chemical sputtering presented as a chemical
equation in Eq. (36) and Eq. (37) is a severe simplification of the actual physical and chem-
ical processes induced by the solar wind proton in the near surface volume of the mineral.
Nevertheless, processes like this may provide the atomic Na (and K) on the surface needed
for the PSD and ESD processes. As a side product, water molecules are produced from the
implantation of the solar wind protons in sodium silicate, but the efficiency of this process
is likely much lower than 1, with alternative pathways like the production of OH (Tucker
et al. 2019).

In summary, chemical sputtering can free alkali atoms (perhaps also other species) from
their chemical bounds in the mineral, either on the surface or in the near surface region
within the penetration range of the particles. Solar wind protons penetrate about 30 nm
depth, energetic protons of a few MeV penetrate to about 0.1 mm (which is a typical regolith
grain size), and galactic cosmic rays with GeV energies penetrate to about 1 m. The freed
alkali atoms, will diffuse to the surface, given the temperatures on the dayside of Mercury
and the Moon. Diffusion of Na and K from the interior to the surface was considered already
a while ago to explain the Na and K exosphere observations (Cheng et al. 1987; Tyler et al.
1988). However, the diffusion of Na and K in crystalline matter if not enough by orders of
magnitude, and only diffusion enhanced by defects, cracks, voids, ... resulting from particle
irradiation and micro-meteorite gardening, can explain the observed exospheric densities
(Sprague 1990). These alkali metals are the needed supply for the PSD (and ESD) process of
releasing Na and K into the exosphere. This concept was successfully used to quantitatively
explain the Na observations during Mercury transit in 2004 (Mura et al. 2009).

Alternatively, based on correlations of the ion flux impacting on the surface and the
exospheric neutral Na density, Sarantos et al. (2008) concluded for Na observations during
the Moon’s passage through the magnetotail plasma of the Earth, that the defects created
in the surface crystals resulting from the ion bombardment were responsible to enhance
other release processes, without invoking the concept of chemical sputtering. As discussed
above, these other processes are PSD and thermal desorption. Earlier, Wilson et al. (2006)
speculated on a connection between the plasma impact on the lunar surface and the Na in
the exosphere observed at some delay.

8 Particle Reflection from Planetary Surfaces

Particle scattering from surfaces has been studied in the laboratory for many years (Niehus
et al. 1993). From laboratory experiments it is known that when the ions impact on a surface,
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a substantial fraction of the ions lose their energies and get absorbed and implanted into the
surface. However, depending on the surface composition and roughness as well as the energy
of the incident ions, a fraction of them can be backscattered in the form of negative, posi-
tive, and/or neutral state particles (McCracken 1975; Niehus et al. 1993; Woodruff 2016). In
particular, significant particle reflection is observed for shallow angles of incidence. To first
order, the interaction is a binary collision between the projectile ion and the surface atom,
moderated by the presence of other atoms on the surface (crystal structure, shadowing, elec-
tronic interaction, and other effects). The surfaces used in the laboratory studies were single
crystal surfaces, or at least highly polished samples, thus they differ dramatically from the
surfaces on the Moon or Mercury made up by regolith, which makes laboratory data often
not applicable to the situation on a planetary surface. Thus, we must resort mostly to reports
observations from space missions.

Particle reflection from planetary surfaces has been almost exclusively observed for the
Moon, because only lunar missions carried the necessary instrumentation for such studies.
Particle reflection was observed by the Kaguya, Chandrayaan-1, and IBEX missions, where
reflected solar wind ions as well as neutralized solar wind has been reported. In late 2025, the
BepiColombo mission will enter Mercury orbit. It also carries instruments for the detection
of energetic neutral atoms (Saito et al. 2021; Orsini et al. 2021) so that similar studies will
be executed at Mercury. Fortunately, what was learned from the lunar studies on particle
reflection applies to other planetary bodies without an atmosphere, for example for Mercury
(Lue et al. 2017).

Analysis of observed ENA data from the Chandrayaan-1 mission showed that the direc-
tional ENA flux jena (SZA, 6, @) can be described as the product of the solar wind flux jgyw,
the reflection ratio for perpendicular incidence Rz, and the directional scattering function
flux fs(SZA, 0, ¢):

Jena (SZA, 0, ¢) = jsw - fs (SZA, 0, ¢) - Ry (39)

where ¢ is the scattering azimuth angle and 6 is the scattering polar. Ry is a property of the
surface and has to be found experimentally (Vorburger et al. 2013).

Note that while jgya (SZA, 8, ¢) denotes the ENA flux scattered in one angular direction,
JEna (SZA) = f Jena (SZA, 6, ¢) dOd o gives the total ENA flux scattered in all directions.
The angular distribution of the backscattered solar wind protons as ENAs can be described
by the product of four separate ad hoc functions (Schaufelberger et al. 2011; Vorburger et al.
2013):

fs (SZA,0) = fo (SZA) - 1 (SZA, ¢) - f>(SZA, @) - f3(SZA,0) (40)

where 6 is the angle to the surface normal (polar scattering angle) and ranges from 0 to
/2 angle (i.e., & = 0 is perpendicular to the surface). ¢ is the angle between the surface
projections of the Sun vector and the vector pointing to the observer (azimuth scattering
angle) and ranges from —m to +m. ¢ = 0 is the sunward direction, whereas ¢ = £ is the
anti-sunward direction. The solar zenith angle (SZA) is defined as the angle between the
surface normal and the vector pointing to the Sun, the latter of which corresponds to the
direction from which the solar wind ions impinge onto the surface. While f; describes the
scattering function’s overall amplitude, f; through f3 describe three different features that
were seen in the observed data and which are given by:

fi @z, 9)=2z1-cos2p) + (1 —1zy)
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f2 (220 @) = 22-cos (9) + (1 — 22) (41)
(-3 N
fa(z.z,@)—(l m) sin (@ +23)+ 5

where the z-terms are functions of the SZA (given in radians), and given by:

21 (§ZA) = (0.30 - SZA 4 0.03)
22 (SZA) =0.24 - cos (1.30 — 1.52 - SZA) (42)

2 (SZA):%—1.03-SZA

Since, the integral of fs must be equal to the cosine of the solar zenith angle, and fj is only
a function of the solar zenith angle and not of the observation angles, thus Eq. (38) leads to

fo(524) = cos 02D 43)
JI 11 (SZA, @) - f>(SZA, ¢) - f3(SZA,6)d$2
Inserting Eq. (41) and Eq. (42) in Eq. (43) then gives for f{:
Jo (SZA) = cos (SZA)/{0.74 - (SZA — 3.23) -
-(2-SZA - cos (1.03 - SZA) + SZA - sin (1.03 - SZA) - w — 4 - (SZA — 1.53)) -
- (cos (1.52-SZA — 1.30)) — 4.17} (44)

The energy spectrum of backscattered hydrogen ENAs was also determined empirically
from observed ENA data from the Chandrayaan-1 mission (Futaana et al. 2012), which
showed that the energy spectra of backscattered ENAs are best reproduced by Maxwell-
Boltzmann distribution functions:

B RE/ m \? —E 45)
F(E)=no ?<2nkBT> eXp(kB—T)

where kpT is the characteristic energy of the scattered particles, and n¢ is the number den-
sity. The median of the best parameters of 108 data sets resulted in values of 7y = 2.98 cm™3
and kpT = 93.0 eV. If the solar wind velocity is known, then the characteristic energy can
be calculated from the solar wind velocity (Futaana et al. 2012):

kpT =0.273 - vew — 1.99 (46)

with the characteristic energy kT in units of [eV] and the solar wind speed vgy in units of
[kms~!].

Figure 19 shows an energy sprectum for ENAs recorded by the Chandrayaan-1 mission
(Futaana et al. 2012). The best fit of the ENA energy spectra is by a Maxwell-Boltzmann
distribution (Eq. (45)), which indicates that the back-scattering mechanism is not a single
binary collision with a surface atom, because then the ENA energy would be much higher.
Most likely the backscattered ENAs are generated via multiple collisions off surfaces of
regolith grains, which have a very rough surface on the microscopic scale. Considering
the observed average energy spectrum shown in Fig. 19 implies that the ENAs have lost a
considerable fraction of their initial energy as solar wind protons. Assuming an energy loss
for each collision with a surface atom of typical 10-20% (Niehus et al. 1993), the impinging
protons with an energy of 1 keV (vgy &~ 400 kms~!) experience 10 to 20 of collisions to
end up with a characteristic energy of about 100 eV.
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Fig. 19 Differential ENA flux of the observed backscattered ENAs (black circles). Data for three consec-
utive Chandrayaan-1 orbits around the Moon are averaged. Error bars correspond to the energy resolution
(x-axis) and the error in flux (y-axis) mainly due to the uncertainty of the ionization efficiency of the conver-
sion surface of the CENA instrument (Kazama et al. 2009). Particularly, no reliable ionization efficiency is
available for low energy channels < 25 eV, and thus, the error bars may be underestimated in the low energy
channels < 25 eV (dashed lines). The energy ranges corresponding to the energy settings 1-3 of the CENA
instrument are shown. The yellow line gives the one count level based on the accumulation time, the energy
resolution, and the ionization efficiency. Three different functions for fitting the data were examined: the
Thompson-Sigmund law, Eq. (25) (light blue line), the bi-power law (blue line), and the Maxwell-Boltzmann
distribution (red line). In addition, a Maxwell-Boltzmann distribution fitted only to the energy setting 2 data
(38-652 eV) is distribution convolved with relatively wide energy also shown by the green dotted line. Figure
reproduced from Futaana et al. (2012) with permission

8.1 Observations of Particle Reflection from the Moon

Up until about 2010, it was commonly assumed that almost all (~99%) plasma ions im-
pinging onto the lunar surface are immediately absorbed there (see e.g., Feldman et al.
2000, Crider and Vondrak 2002). This absorption, and the large obstacle the Moon presents
to the plasma flow will cause a plasma vacuum (also known as plasma cavity) behind the
Moon (e.g., Lyon et al. 1967). Later, the assumption of total ion absorption was invalidated
when the Interstellar Boundary Explorer (IBEX; McComas et al. 2009a) and Chandrayaan-1
(Goswami and Annadurai 2008) observed lunar energetic neutral atoms (ENAs) for the first
time (McComas et al. 2009b; Wieser et al. 2009). According to these measurements, a sub-
stantial fraction of ~10-20% of the impinging solar wind protons are neutralized and scat-
tered back as ENAs during their interaction with the surface (Vorburger et al. 2013; Lue et al.
2016). Since then, many more ENA reflection studies conducted by IBEX, Chandrayaan-1,
and Chang’E-4 have been published. These studies differ in location of the observing in-
strument with respect to the lunar surface (and thus size of the observed area) and in energy
range, but all three missions measured similar ENA reflection ratios.
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Table 5 Compilation of reflection ratios for ENAs of lunar hydrogen

Reference Mission Moon distance  Surface area/ Energy range ENA albedo
Observation

McComas et al. IBEX ~100 000 km 1/4 of Moon 380eV-2.5keV ~0.1

(2009b)

Wieser et al. Chandrayaan-1 ~ 100-200 km few hundred km? ~ 38-652 eV 0.16-0.20

(2009)

Futaanaetal.  Chandrayaan-1  100-200km  few hundred km?>  11eV-33keV ~ 0.19)3!
(2012) ’

Rodriguez M. Chandrayaan-1 ~ 100-200 km 1/4 of Moon 10 eV-2 keV 0.09 +0.05
etal. (2012)

Funsten et al. IBEX ~100000 km 1/4 of Moon 250eV-3.6 keV  0.07-0.20
(2013)

Saul et al. IBEX ~100000km  1/4 of Moon 10 eV-2 keV 0.11 £0.06
(2013)

Vorburger et al.  Chandrayaan-1 ~ 100-200 km few hundred km? 11 eV-2.2 keV 0.16 £0.05
(2013)

Zhang et al. Chang’E-4 48 cm 1.6 m 30eV-10keV 032038
(2020)

Table 5 lists all published reflection ratios together with their observation parameters.
One notable difference between the individual observations is that Chang’E-4, i.e., the mea-
surements were performed from a platform on the lunar surface, measured substantially
higher ENA fluxes below 10% solar wind energy than Chandrayaan-1 and IBEX did (Zhang
et al. 2020). The authors propose that this is a result of local surface regolith features (e.g.,
porosity, grain size, composition, and sputter yield) that only become apparent in the high
spatial resolution measurements of Chang’E-4 at the surface. As expected, the ENA reflected
flux varies with plasma incidence angle, with the highest values measured at the sub-solar
point, and with the lowest values measured at the terminator (Wieser et al. 2009).

Since the solar wind plasma not only consists of protons but also contains alpha particles
(~4%), it can be expected that some of these alpha particles are also reflected back to space
from the lunar surface as helium ENAs. Indeed, Chandrayaan-1 measured backscattered He
for the first time (Vorburger et al. 2014). Unfortunately, the He signal was not strong enough
and the instrument’s geometric factor was not known well enough to allow any quantification
of the He ENA fluxes.

All ENA observations exhibit a similar ENA energy spectrum: The ENA energy spec-
trum is almost flat at lower energies, rolls over at a characteristic energy of about 100 eV, and
above it exponentially decreases with energy up to the initial solar wind energy, ~0.1-1 keV
(Futaana et al. 2012; Rodriguez M. et al. 2012; Allegrini et al. 2013; Funsten et al. 2013).
The characteristic ENA energy of 100 eV corresponds to about 10% of the initial solar wind
energy. The energy spectrum suggests that the ENAs are mainly produced through backscat-
tering of the solar wind ions and not by the surface sputter processes (e.g., Rodriguez M.
et al. 2012). Assuming an average energy loss of 10-20% per surface interaction (Niehus
et al. 1993), implies that the particles have undergone 10-20 collisions on the surface before
they are scattered back to space. A clear observed linear correlation between the character-
istic ENA energy and the solar wind velocity (rather than energy) further hints at the surface
interaction process being momentum rather than energy driven.

ENA observations have also indicated that the directional scattering function for hy-
drogen ENAs depends on the solar wind incident angle to the lunar surface, and it is az-
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imuthally isotropic and mainly sunward at low solar zenith angles (SZAs) but less isotropic
and forward-scattering at high SZAs (Schaufelberger et al. 2011). What is contrary to expec-
tations and to laboratory experiments, though, is that ions interacting with the lunar surface
are preferably backward-scattered instead of forward-scattered (Schaufelberger et al. 2011).
It is assumed that this is a result of the lunar surface regolith not being smooth on an atomic
level, but highly porous on a micro-, mini-, and macro-scale instead, resulting in atoms un-
dergoing several collisions before being scattered back to space. This is also supported by
the ENAs’ energy spectrum, which was discussed above.

The hydrogen ENAs energy spectrum and scattering function are dependent on the
plasma temperature (Allegrini et al. 2013; Lue et al. 2016); therefore, their spectrum gets
broader in the magnetosheath (Allegrini et al. 2013) and in the terrestrial plasma sheet
(Harada et al. 2014a) due to the higher temperature of the ambient plasma compared to
that in the solar wind.

ENAs were also observed on the lunar nightside (Vorburger et al. 2016). These nightside
ENAs appear as two distinct ring-shaped distributions: the first of which ranges ~6° into
the nightside and can be related to the solar wind kinetic temperature; and the second of
which ranges from the terminator ~30° into the nightside, with its maximum located ~12°
beyond the terminator. The second population is related to ions entering the lunar wake,
which are deflected by ambipolar fields at the wake boundary to the lunar night side surface.
The nightside ENA populations amount to ~1.5% of the total dayside ENA flux, and exhibit
characteristic energies ~4 eV lower than the average dayside ENA energy, with an abrupt
drop of ~10 eV in characteristic energy at the terminator.

As the Moon enters Earth’s magnetosphere, the plasma environment changes drastically.
The solar wind plasma, which was supersonic upstream, is slowed down, shocked to sub-
sonic velocities, and the plasma is compressed and heated in the process. Consequently,
the ions backscattered from the lunar surface as ENAs are also modified to some extent.
In Earth’s magnetosheath, the H ENA energy spectrum is slightly broader and less peaked
because of the increased plasma temperature (Lue et al. 2016), whereas in Earth’s plasma
sheet the hydrogen ENA reflection ratio is slightly lower than the upstream value (Harada
et al. 2014a, 2014b).

A fraction of the backscattered particles is electrically charged. Before the first observa-
tions of ENAs from the Moon, the Kaguya spacecraft observed that 0.1-1% of the incident
solar wind proton flux was backscattered from the lunar surface as protons (H™) (Saito et al.
2008; Holmstrom et al. 2010; Lue et al. 2014). From Chandrayaan-1 and IBEX measure-
ments we know that this is a small component compared to the flux of backscattered H-ENA,
with a ratio of H"/H-ENA < 0.1 (see Table 5). The fraction of the backscattered ions from
lunar surface is correlated with the solar wind speed, varies from ~0.01% for low solar wind
speed of ~250 km/s up to ~1% for high solar wind speed of ~550 km/s (Lue et al. 2014).
The observed backscattered protons cover a broad range of energies from ~10-100% of
the incident solar wind energy, with a peak at ~70-80% of the solar wind energy, which
is higher than the energy peak for hydrogen H-ENAs (Lue et al. 2014). Up until now, the
observed ions backscattered from the surface only consist of protons and the backscattering
of the heavier solar wind ions (e.g., alpha particles) have not been observed yet (Saito et al.
2008; Lue et al. 2014), perhaps due to the low abundance of the heavier ions in the solar
wind results in a backscattering fraction below the observation limits and/or because of the
chemistry of their interaction with lunar regolith.

Despite the small fraction of backscattered H™ ions, this population has important con-
sequences for the lunar plasma environment since these ions flow against the solar wind
stream and perturb the solar wind plasma. In turn, the solar wind forces the backscattered
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H™ to cycloid trajectories with curvatures comparable to the Moon itself. Depending on the
solar wind and interplanetary magnetic field configurations, these trajectories can bring the
ions thousands of kilometers upstream of the Moon (e.g., Holmstrom et al. 2010; Halekas
et al. 2013) or deep into the lunar wake (e.g., Nishino et al. 2009a, 2009b; Dhanya et al.
2016), and may contribute to the HT flux onto the nightside surface (see Vorburger et al.
2016).

The backscattered H* ions appear to have a similar scattering function to that of the
backscattered H-ENAs (Lue et al. 2017, 2018). However, there are clear differences in the
energy spectra, where the H™ ions have a higher mean energy than the H-ENAs (Lue et al.
2014; Lue et al. 2017, 2018). This suggests that the exit speed from the surface affects
the charge state fractions of the scattered particles, i.e., the charge state fraction H*/H-
ENA of backscattered particles increases with higher exit speeds from the lunar surface.
Since the mean exit speed increases with increasing impact speed (Futaana et al. 2012), Lue
et al. (2014) suggested that this exit-speed dependence could explain a positive correlation
between the total H' scattering rate and the solar wind impact speed, observed in a case
study of Chandrayaan-1 data. However, in a larger statistical study of ARTEMIS data, Lue
et al. (2018) did not find a similar trend in the total H scattering rate as function of impact
speed. Further studies are required to paint a better picture of the relation between the H-
ENA and H* scattering.

A small fraction of the backscattered solar wind is also expected to be negatively charged,
e.g. H™ (Wekhof 1981). H™ photo-detaches into H ENA within a fraction of a second in
sunlight at 1 AU, and H™ ions likely do not have a significant impact on the lunar plasma
environment. Nevertheless, observations of H™ are required to complete the picture of solar
wind scattering from planetary surfaces. Scattered negative ions may be an important com-
ponent in plasma environments further out in the solar system where the solar photon flux is
lower, or in shadowed environments such as the nightside of Mercury. Photo-detachment of
negative ions would also contribute to the overall ENA fluxes in a planetary environment.

When incoming ions encounter localized regions of lunar crustal magnetization the in-
teraction between solar wind ions and the lunar surface becomes more complicated (e.g.,
Kallio et al. 2012; Wieser et al. 2009; Bamford et al. 2012, 2016; Jarvinen et al. 2014;
Fatemi et al. 2015; Deca et al. 2015, 2016; Poppe et al. 2016a). As the incoming ions en-
counter the so-called mini-magnetosphere associated with the crustal magnetization, some
ions are decelerated, some are deflected, and some are heated and reflected back to space
without interacting with the lunar surface at all. Figure 20 shows a hybrid calculation of the
solar wind interaction with a magnetic anomaly on the lunar surface. It demonstrates the de-
flection of ions at the magnetic anomaly, causing a reduction of ion flux to the surface at the
anomaly, and an increase of ion flux surrounding it (an ion “halo”), and a reduction of the ion
velocity component towards the surface (Kallio et al. 2012). In the ion “halo” the impact flux
and the density of protons are higher than in the undisturbed regions far from the magnetic
anomaly (>50 km). The total magnetic field differs from the crustal magnetic field because
of the magnetic field associated with the electric currents around the magnetic anomaly. In
ENA images this altered interaction process results in the area associated with the crustal
magnetization exhibiting less ENA flux while the surrounding area exhibits more ENA flux
than the non-magnetized surface nearby (Wieser et al. 2010). Another feature of this mod-
ified interaction process is that the mini-magnetosphere exhibits a large electric potential,
4135 V, because the protons being able to penetrate further into the magnetic field of the
mini-magnetosphere than electrons can. This potential was predicted by hybrid modelling
(Kallio et al. 2012; Jarvinen et al. 2014) and was observed in Chandrayaan-1 measurements
(Futaana et al. 2013).
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Fig.20 Properties of the solar wind protons on the lunar surface near a magnetic dipole on the lunar surface.
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From the Chandrayaan-1 observations we know that the shielding efficiency of lunar
crustal magnetizations against solar wind ions ranges from 0% to 70%, and strongly de-
pends on the magnetic field strength, the geometric structure of the magnetic anomaly, and
on the upstream plasma conditions (Saito et al. 2010; Wieser et al. 2010; Vorburger et al.
2012, 2013; Harada et al. 2014a). Lunar crustal magnetic fields play a crucial role in the in-
cidence and reflection of the solar wind ions on the lunar surface (e.g., Lue et al. 2011; Saito
et al. 2012). Observations have shown that on average between 5-10% of the solar wind
proton flux is reflected from lunar crustal magnetic fields at an altitude between the sur-
face and the location of the spacecrafts (Lue et al. 2011; Saito et al. 2010, 2012; Poppe et al.
2017; Tsunakawa et al. 2010, 2015). However, depending on the strength and location of the
crustal magnetic fields and the energy and angle of the incident solar wind ions, up to 50%
reflection over strong crustal fields have been also reported (Lue et al. 2011). Global ENA
maps also show a considerable reduction (up to 50%) of backscattered hydrogen ENAs over
the magnetized areas on the lunar surface (Vorburger et al. 2013). These ENA observations
suggest partial shielding of the lunar surface from the solar wind ions (Saito et al. 2010;
Wieser et al. 2010; Vorburger et al. 2013), but the shielding efficiency strongly depends on
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the strength of the crustal fields and the upstream plasma conditions (Vorburger et al. 2012;
Harada et al. 2014a). In addition to the surface shielding, simulations and observations have
shown that the solar wind ions are deflected around the magnetized areas and impact the
lunar surface (e.g., Kallio et al. 2012; Wieser et al. 2009; Bamford et al. 2012, 2016; Jarvi-
nen et al. 2014; Fatemi et al. 2015; Deca et al. 2015, 2016; Poppe et al. 2016a), resulting
in the enhancement of the incident ion flux to the lunar surface in the areas surrounding
the magnetic anomaly, and consequently provides a relatively higher backscattering ENA
fluxes around some of the strongly magnetized areas compared to the unmagnetized surface
(Wieser et al. 2010; Futaana et al. 2013).

The reflected ions from lunar crustal magnetic fields and the backscattered ions from lu-
nar surface interact with the ambient electromagnetic environment and the upstream plasma
and generate a broad range of plasma waves from ~0.01-0.1 Hz narrowband ULF (Naka-
gawa et al. 2012; Halekas et al. 2013) to ~0.1-10 Hz broadband whistlers (Halekas et al.
2008a, 2012; Nakagawa et al. 2011; Tsugawa et al. 2012) and narrowband whistlers from
~1Hzup to ~100 Hz (e.g., Lin et al. 1998; Halekas et al. 2006, 2008a; Tsugawa et al. 2011,
2012; Harada et al. 2014b). Some of these reflected ions are “picked-up” and move into the
lunar wake and they may impact the lunar nightside (e.g., Nishino et al. 2009b; Dhanya et al.
2018). However, the flux of these ions is expected to be very low, thus they have a minor
contribution in the surface sputtering on the nightside.

9 Conclusions

A quantitative treatment of the particle release from the surfaces of the Moon and Mercury
is a complicated endeavor. Although the theoretical formulation of the release processes is
quite mature, a set of external drivers and parameters related to surface physics are needed
for a quantitative calculation of the particle fluxes released from the surface into the exo-
sphere, which often is not available in the needed accuracy. Moreover, in the observations
of exospheric species, most often there is a mix of release processes active, which makes
the comparison to the theoretical calculations complicated. In that respect Na and K in the
exosphere are the most complicated species to interpret, since they can be released by all
four release processes.

As external drivers one needs the fluxes of photons, of fluxes plasma particles (ions and
electrons) and their energies, and fluxes micrometeorites onto these surfaces. Some of these
parameters are available from observations by several spacecraft, with more to expected
in the future. Often these parameters are not available at the exact time of the exosphere
observation, or the exact location of the exosphere observation, requiring extrapolation and
adjustments of these parameters. Thus, often modelling the solar wind plasma, its interaction
with the magnetosphere, to define the different plasma populations, is needed to derive the
necessary plasma parameters for particle release. Moreover, from the plasma data measured
at the spacecraft location one must infer the particle flux that actually arrives at the surface,
which is more complicated at Mercury than at the Moon because of its magnetosphere,
which is quite variable on short time scales. The resulting global magnetic field is affecting
the fluxes of charged particles inside the magnetosphere and thus also the plasma fluxes
arriving at the surface and their location.

The surface physics on the microscopic scale, even at the atomic scale, governs the actual
release of atoms or molecules from the surface. In principle, processes like sputtering, ther-
mal desorption, and PSD have been studied in the surface science community for decades
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and longer. However, many of the surface physics parameters, like sputter yields, bind-
ing energies, roughness, surface charging, ... and the actual mineralogical composition are
needed to be known on microscopic spatial scales and thus affect the quantitative prediction
of released particle fluxes. Moreover, the systems investigated in these laboratory studies are
typically idealized surfaces (e.g. polished sample surfaces) under very controlled laboratory
conditions. Thus, their results apply to actual planetary surfaces, which are continuously
modified by space weathering, only in a limited way. Bennett et al. (2013) reviewed the
processes at planetary surfaces from the surface physics point of view.

Clearly, more laboratory work on the release processes is needed using analogue sam-
ples representing the surfaces of the Moon or Mercury, e.g., matching the roughness, the
granularity, the mix of minerals. Also, the irradiation by particles or photons should repre-
sentative of the respective planetary environment. For example, sputtering of regolith-like
samples has been investigated by several groups, and promises to be an ongoing activity. If
made available, lunar samples from the Apollo missions would be even better for such stud-
ies. Release by PSD and ESD is also under investigation by several laboratories. The largest
uncertainty is in the exosphere production by micrometeorite impact: on the one hand, the
fluxes of micrometeorites onto the surfaces of the Moon and Mercury are not known that
well, on the other hand the formation of the impact plasma (its temperature and density),
and the release of surface material is the least understood on a quantitative level from the
four release processes discussed.
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