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Abstract
Removing photobombing elements from images is a challenging task that requires sophis-
ticated image inpainting techniques. Despite the availability of various methods, their 
effectiveness depends on the complexity of the image and the nature of the distracting ele-
ment. To address this issue, we conducted a benchmark study to evaluate 10 state-of-the-
art photobombing removal methods on a dataset of over 300 images. Our study focused on 
identifying the most effective image inpainting techniques for removing unwanted regions 
from images. We annotated the photobombed regions that require removal and evaluated 
the performance of each method using peak signal-to-noise ratio (PSNR), structural simi-
larity index (SSIM), and Fréchet inception distance (FID). The results show that image 
inpainting techniques can effectively remove photobombing elements, but more robust and 
accurate methods are needed to handle various image complexities. Our benchmarking 
study provides a valuable resource for researchers and practitioners to select the most suit-
able method for their specific photobombing removal task.

Keywords Photobombing removal · Image de-photobombing · Image inpainting · 
Benchmark · Metrics · Deep learning

1 Introduction

"A photograph is not just an image, it is a moment frozen in time." - Anonymous

Indeed, photos freeze for a moment in time whereas photobombs make the unseen 
seen. In today’s world, photobombing has become a more common occurrence, with peo-
ple often doing it intentionally for fun or comedic effect. However, this does not negate 
the importance of preserving the intended composition of a photograph, especially when 
it holds deep personal or emotional significance. In conclusion, removing photobombing 
from a photograph is crucial to ensure that the intended message and emotion of the image 
are not lost or compromised. In today’s digital age, with smartphones and social media, 
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photography has become an integral part of our lives. It allows us to capture and share 
our experiences with the world, connecting us to people and places in once unimaginable 
ways. However, the rise of photobombing has introduced a new challenge to this process, 
threatening to spoil even our most treasured memories. With the increasing popularity 
of group selfies, for example, it’s become easier for unwanted elements to creep into the 
frame, making it difficult to capture the perfect shot. As such, it’s important to be mindful 
of our surroundings when taking photos and to respect the privacy and wishes of others. 
While photobombing can be amusing in some instances, it can also be a source of frustra-
tion and disappointment for those trying to create lasting memories. By being considerate 
and thoughtful in our photography, we can ensure that our memories remain beautiful and 
untainted.

It may come as a surprise, but photobombing dates back to 1853 [1], when the first 
known incident occurred. During a photograph, an unidentified person unexpectedly 
inserted themselves into the frame, despite not being part of the intended shot. Photographs 
have always been a means of capturing significant moments and preserving them for pos-
terity. They possess the ability to capture fleeting moments and evoke emotions. Some 
moments are irreplaceable and can only be remembered through the aid of a photograph. 
However, if a photobomber spoils an image, it becomes crucial to remove them from the 
picture, so that the memory can be relieved without any hindrance.

Image inpainting is a powerful technique used to replace unwanted portions of an image 
with visually plausible content. Traditionally, this task requires expertise and consumes 
considerable time. However, modern image inpainting algorithms can be employed to 
achieve the same result with greater efficiency. For example, when removing photobombs 
from an image, tools such as Adobe Photoshop can be used. Alternatively, sophisticated 
image inpainting algorithms can be utilized to transform the original image and remove the 
undesired region, resulting in a more aesthetically pleasing output. Figure 1 provides a clear 
example of such an image inpainting. In this paper, we have explored the results of image 
inpainting algorithms, which to the best of our knowledge, are the first ones to address this 
interesting yet challenging problem of benchmarking the images with the undesired region 
removed. Our methodology begins with collecting photobombed images from various 
online sources, followed by generating masks by annotating the unwanted areas in the col-
lected images. The generated masks are then used as inputs to image inpainting algorithms, 
together with the photobombed images. Finally, the results are compared with the ground 
truth images edited by a professional photoshopper. By benchmarking the performance of 
image inpainting algorithms, we aim to provide a deeper understanding of their strengths 

Fig. 1  Input and output of photobombing removal process. From left to right: a the original photobombed 
image, b the mask of the unwanted regions, c the photobombing removal image
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and limitations. Ultimately, this research can help identify the most suitable algorithms 
for specific image inpainting tasks, making the process more efficient and accessible for 
a broader range of users. Finally, we use Frechet Inception Distance (FID) [2], Structural 
Similarity Index (SSIM) [3], and Peak to Noise Signal Ratio (PSNR) [4, 5] in the evaluation 
stage.

Our earlier version was published in the ISVC 2022 conference [37]. In this journal ver-
sion, our contributions are threefold.

• We further doubled the benchmark data to 300 images with more semantic classes.
• We investigate more state-of-the-art image inpainting methods for the benchmark.
• We provide in-depth analysis for the benchmark.

The remainder of this paper is organized as follows. Section 2 provides a brief over-
view of the related work. Section  3 presents the DPD-300 dataset and methods used in 
our benchmarking study. In Section 4, we present the extensive evaluation results obtained 
from the benchmark. Finally, in Section  5, we conclude our paper and outline future 
research directions.

2  Related work

Image inpainting is an essential image processing task that involves the restoration of dam-
aged or missing regions in an image. Over the years, various approaches have been pro-
posed to tackle this problem, ranging from classical fluid dynamics concepts to texture syn-
thesis and depth-based algorithms. The effectiveness and efficiency of these methods vary, 
and the choice of the method depends on specific application requirements and available 
resources.

2.1  Traditional methods

Various approaches to image inpainting have been proposed in the literature. Bertalmio 
et al. [10] introduced an automated technique based on classical fluid dynamics concepts. 
Their method propagates isophote lines into the area to be painted, aiming to maintain 
image continuity by matching gradient vectors at the inpainting region’s edge. Although 
effective, this approach can be computationally intensive. Criminisi et al. [6] presented a 
best-first technique that combines texture synthesis and inpainting to propagate texture and 
structure information efficiently. This method achieves computational efficiency by using 
a block-based sampling process and propagating confidence in synthetic pixel values in a 
way comparable to information propagation in inpainting. The approach is accurate and 
efficient, producing high-quality results. Seyedsaeid et  al. [29] introduced Depth-Wise 
Image Inpainting that combines exemplar-based and depth-based algorithms to fill holes in 
digital images. It uses depth information and a database of multi-views to find the order of 
objects in the target image and the best patches to fill the holes. The method is capable of 
filling holes with multiple objects in a proper order. However, it is limited to replacing only 
marked areas with proper patches and may lead to inaccurate object retrieval and alignment 
on smooth surfaces. Overall, these approaches offer different strategies for achieving image 
inpainting with varying degrees of computational efficiency and accuracy. The choice of 
method will depend on the specific application requirements and available resources, such 
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as computational power and time constraints. Bornemann et  al. [8] propose a non-itera-
tive method based on the analysis of stable first-order transport equations. Their approach 
uses the fast-marching method to traverse the inpainting domain, conveying picture data 
in a coherent direction securely calculated by the structure tensor. The approach alternates 
between diffusion and directional transport based on a measure of coherence strength, lead-
ing to fast and accurate results. Telea [9] presents a fast-matching method-based algorithm 
that uses a mathematical boundary model to inpaint missing sections, followed by the fast-
marching method. This approach achieves accurate and efficient results but is limited to 
smooth surfaces and may lead to inaccurate object retrieval and alignment.

2.2  Deep learning‑based methods

The field of computer vision has witnessed tremendous advancements in recent years, 
with a particular focus on practical applications such as image inpainting and automatic 
photo cropping. These tasks have become increasingly important in fields such as photog-
raphy, image editing, and video processing. Jiahui et al. [11, 12] propose a novel approach 
for generative image inpainting, which involves filling in missing or damaged areas of an 
image. The authors use gated convolutions to learn dynamic feature selection mechanisms 
and can handle free-form masks. Traditional GANs for rectangular masks do not work well 
for irregular masks, which led the authors to introduce SN-PatchGAN, a patch-based GAN 
loss function that significantly improves image inpainting quality. The SN-PatchGAN 
method uses a spectral-normalized discriminator on dense image patches, allowing it to 
complete images with complex and irregular masks. In addition to image inpainting, Zhou 
et al. [30] present an automatic photo cropping system that aims to produce visually pleas-
ing images by removing distractions and focusing on the main subject. The framework 
combines aesthetic cues and learned representations from a convolutional autoencoder and 
PCA. This approach outperforms existing automatic cropping methods and provides a sig-
nificant improvement over previous technique. The system has the potential to revolution-
ize the way images are processed and edited, and it demonstrates the power of deep learn-
ing in computer vision applications. Together, the approaches proposed by Jiahui et al. and 
Zhou et al. represent significant advances in the field of computer vision. They showcase 
the potential of deep learning techniques and demonstrate the importance of developing 
new methods to address practical challenges in image processing. In this paper Hassanpour 
et  al. [31] introduces E2F-GAN, a GAN-based model for reconstructing faces using the 
periocular region. It includes a coarse and refinement module and a dataset called E2Fdb 
was used for evaluation. Results show that E2F-GAN outperforms previous methods and 
generates realistic images while preserving identity. The implementation of the proposed 
approach is available on GitHub for reproducible research. As the demand for high-quality 
images continues to grow, research in this area is likely to remain a high priority for com-
puter vision researchers in the coming years.

3  Image de‑photobombing benchmark

3.1  DPD‑300 dataset

Photobombed images, logical binary masks, and ground truth images are required to carry 
out a thorough benchmark. From a variety of online sources, including Facebook [14], 
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Gettyimages [15], Bored Panda [16], Adobe Stock [17], Shutterstock [18], and Pinterest 
[19], we carefully and manually collect photobombed images. In total, 300 photobombed 
images are collected for the De-Photobombing Dataset dubbed DPD-300. For each photo-
bombed image in our dataset, the photobombed regions are annotated through the Freehand 
object of the “Region of Interest’’ function present in Matlab [20]. This step is very impor-
tant to generate the binary logical masks. A single photobombed image is iterated based on 
how many photobombed elements are present in the image until all elements in the image 
are masked. The result of this step is a logical binary image. Depending on how many pho-
tobombed elements should be removed from a single image, the average time needed was 
about 50 to 60 s to annotate a single image. Following this, the photobombed images along 
with their corresponding logical masks are fed as inputs into different inpainting methods 
to remove the unwanted and distracting items.

In our DPD-300 dataset, one of the main challenges is acquiring ground truth images for 
comparing various algorithms. To achieve this, we hired a skilled professional photo edi-
tor to remove the undesirable or photobombed area(s) from each collected photobombed 
image. The altered images are considered as the ground truth in our benchmark.

To show the difference between our previous work [37] and our current extension (this 
work) in terms of the collected dataset, we illustrate the word clouds of DPD-150 and 
DPD-300, respectively in Fig. 2. We further show an example of both datasets in Fig. 3, 
where DPD-150 contains only humans as photobombed elements; however, DPD-300 con-
sists of humans and/or objects as photobombed elements.

3.2  Benchmarking methods

The photobombed image and its corresponding logical mask are used as inputs for various 
inpainting approaches. Figure 4 shows an example of the inputs used by inpainting meth-
ods. The outcome is an inpainted image.

Fig. 2  Word clouds of the dataset. a ISVC 2022 benchmark, while (b) DPD-300 (this work)
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For benchmarking, various image inpainting approaches are utilized. More specifi-
cally, Exemplar-Based Image Inpainting (EBII) [6, 7], Coherence Transport (CT) [8], Fast 
Marching (FM) [9], Fluid Dynamics (FD) [10], DeepFill [34], High Resolution Inpaint-
ing using GAN (HiFill) [36], Region Normalization (RN) [35], Tfill – coarse [32], and 
Tfill – refined [32] are leveraged to decide which approach is best. Figure  5 shows an 
overview of de-photobombing incorporating different image inpainting techniques. The 
photobombed image and its respective logical mask are input into different image inpaint-
ing techniques, as seen in the figure, to eliminate the undesired and distracting parts and 

Fig. 2  (continued)

Fig. 3  The dataset comparison between (left) DPD-150 [37] which only contains humans as photobombed 
elements, and (right) DPD-300 which contains humans and/or objects as photobombed elements
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reconstruct the image. Particularly, all inpainting methods’ source code or executable files 
are obtained from already-existing sources [11–13, 21–26]. In order to generate the de-
photobombing images, we finally ran all the ten aforementioned methods separately on the 
testing set. The outcomes are compared to the ground truth using several metrics, which 
will be introduced in more detail in the next section.

Fig. 4  Sample inputs to image inpainting approaches. a illustrates the photobombed images, while (b) 
shows the respective logical masks of distracting and undesirable regions

Fig. 5  The general overview of our proposed image de-photobombing benchmark that leverages various 
image inpainting methods
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4  Experiments

4.1  Evaluation Metrics

The photobombing removal images are compared to the ground truth images, produced 
by the invited professional photoshoppers, to benchmark the results of all inpainting 
approaches. To evaluate the effectiveness of photobombing removal images, several per-
formance metrics are used. Specifically, Fréchet inception distance (FID) [2], Structural 
Similarity Index (SSIM) [3], and Peak to Noise Signal Ratio (PSNR) [4, 5] are used to 
compare the reconstructed images to the ground truth.

The first evaluation metric is FID [2]. FID [2] calculates the difference between the 
ground truth distribution and the reconstructed image distribution depending on the 
extracted features, as in (1).

where mux and muy refer to the feature-wise mean of the ground truth and reconstructed 
image, and cx and cy indicate the covariance matrix of the feature vectors of ground truth 
and reconstructed image. Tr is the trace linear algebra operation. The second evaluation 
metric is SSIM [3]. It computes the similarity between the ground truth and reconstructed 
image through extracting three primary features from the provided images which are lumi-
nance, contrast, and structure. These three features are taken into account while comparing 
the two images. SSIM is calculated as follows:

 where x and y are the ground truth and the respective reconstructed image. l , c , and s are 
the luminance, contrast, and structure, respectively. �, �, and � indicate the related signifi-
cance of each metric. In the meantime, PSNR [4, 5] measures the ratio between the signal’s 
maximum possible power and the distorting noise power. The mathematical illustration is 
represented in Eq. (3).

 where Mean Squared Error (MSE) is computed as in Eq. (4).

, where f  and g refer to the data matrix of the ground truth and the respective recon-
structed image, respectively. While m is the number of pixels in the image’s rows, and i 
is the row’s index, n is the number of pixels in the image’s columns, and j indicates the 
column’s index.

(1)FID(x, y) = d2 = ��mux − muy��2 + Tr
�
cx + cy − 2 ∗

�√
cx ∗ cy

(2)SSIM(x, y) = [l(x, y)]� .[c(x, y)]� .[s(x, y)]�

(3)PSNR = 20log10

�
MAXf
√
MSE

�

(4)MSE =
1

mn

∑m−1

0

∑n−1

0
||f (i, j) − g(i, j)||2
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4.2  Experimental Results

Several metrics are computed to assess how well various inpainting approaches remove 
the photobombed regions while maintaining the overall quality. Figure 6, Tables 1 and 2 
show the performance of different approaches on our benchmark.

As can be seen from Table 1, Tfill – refined [32] achieves the best performance with 
36.48 and 28.09 for FID [2] and PSNR [4, 5], respectively. Also, Tfill – refined [32] 
achieves the best performance in terms of SSIM [3]. This indicates that while Tfill is good 
at producing images with high pixel-level similarity to the original images, it is also effec-
tive in preserving the original structure of the images. Note that SSIM measures the struc-
tural similarity between two images by comparing their luminance, contrast, and structure. 
Therefore, the methods that perform better in SSIM tend to preserve the edges, textures, 
and other structural features of the original image.

Meanwhile, CT [8] achieves the second-best SSIM score with 0.9364, indicating that 
the generated images are visually similar to the original images. CT [8] can preserve the 

Fig. 6   The flowchart of the image de-photobombing benchmark in terms of FID [2], SSIM [3, 28], and 
PSNR [4, 5]

Table 1   The performance 
of various image inpainting 
approaches in our benchmark 
with regards to FID [2], SSIM [3, 
28], and PSNR [4, 5]

The best results are marked with boldface

Benchmarking Methods FID ↓ SSIM ↑ PSNR ↑

EBII [6, 7] 47.60 0.923 24.57
CT [8] 52.36 0.936 25.85
FM [9] 46.96 0.933 26.22
FD [10] 48.77 0.933 26.07
CrFill [33] 38.16 0.920 26.88
DeepFill v2 [34] 44.92 0.915 24.92
HiFill [36] 52.10 0.915 25.99
RN [35] 48.99 0.915 26.99
Tfill – coarse [32] 37.68 0.930 27.75
Tfill – refined [32] 36.48 0.939 28.09
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structural similarity between the reconstructed image and the original image to a greater 
extent than the other methods evaluated in the benchmark. However, it obtains the worst 
FID score among the other methods, which suggests that the generated images have sig-
nificant differences in terms of image distribution compared to the original images. This 
is because CT [8] focuses on maintaining the global structure of the image and may not 
generate accurate texture information. On the other hand, HiFill [36] has the worst SSIM 
score, which may be due to its hierarchical inpainting process that can lead to inconsisten-
cies and artifacts in the generated images. Meanwhile, EBII [6, 7] has the worst PSNR 
score among the other methods, which may be because it relies on a deep generative model 
to fill in the missing regions but may not be as effective in preserving the high-frequency 
details of the image.

Furthermore, we analyze the performance for human and non-human photobombing 
categories. As shown in Table 2, for human-related photobombing images, CT [8], FM [9], 
FD [10], and CrFill [33] demonstrate relatively competitive results, with FID scores rang-
ing from 69.11 to 73.44, indicating decent similarity between generated and ground truth 
images. Notably, Tfill–refined [32] stands out with the lowest FID score of 64.63, suggest-
ing superior performance in maintaining similarity with original human images. Regarding 
SSIM, Tfill–refined achieves the highest score of 0.916, indicating strong structural simi-
larity, closely followed by Tfill–coarse [32] and FD [10]. Additionally, in terms of PSNR, 
Tfill–refined leads with a score of 21.59, closely followed by Tfill–coarse [32], FD [10], 
and CT [8]. Conversely, HiFill [36] exhibits notably poor performance across all metrics 
for human images, with extremely high FID, low SSIM, and PSNR scores, indicating sig-
nificant challenges in accurately inpainting human images.

In contrast, when considering non-human category images, similar trends emerge 
with Tfill–refined [32] showcasing the most promising performance across all metrics. 
It achieves the lowest FID score of 115.24, indicating strong similarity with the original 
non-human images. Furthermore, Tfill–refined [32] also achieves the highest SSIM (0.930) 
and PSNR (23.03) scores among all methods, signifying its effectiveness in preserving 
structural details and achieving high-fidelity inpainted non-human images. Notably, other 
methods such as Tfill – coarse [32], FD [10], and CrFill [33] also demonstrate competitive 

Table 2  Performance evaluation of image inpainting methods on Human and Non-Human images using 
FID [2], SSIM [3, 28], and PSNR [4, 5] scores

The best results are marked with boldface

Benchmarking Methods Human Non—Human

FID ↓ SSIM ↑ PSNR ↑ FID ↓ SSIM ↑ PSNR ↑

EBII [6, 7] 75.61 0.854 19.82 120.14 0.895 21.99
CT [8] 73.44 0.904 20.93 112.46 0.916 22.46
FM [9] 70.63 0.910 21.02 118.17 0.913 22.34
FD [10] 69.11 0.910 21.16 114.16 0.913 22.44
CrFill [33] 70.68 0.895 20.99 117.46 0.907 22.40
DeepFill v2 [34] 126.85 0.790 18.76 189.71 0.626 17.93
HiFill [36] 421.27 0.193 10.03 391.08 0.190 10.70
RN [35] 73.96 0.864 20.68 122.64 0.908 22.45
Tfill – coarse [32] 64.26 0.913 21.34 117.55 0.926 22.69
Tfill – refined [32] 64.63 0.916 21.59 115.24 0.930 23.03
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performance with relatively low FID scores and high SSIM and PSNR scores. On the other 
hand, HiFill [36] again exhibits the poorest performance among all methods, underscoring 
its challenges in effectively inpainting non-human images. Overall, the evaluation under-
scores the importance of methodological advancements, particularly demonstrated by 
Tfill–refined [32], in achieving superior inpainting results for both human and non-human 
category images.

The de-photobombing results of various inpainting methods used in this paper are 
visualized in Fig.  7. In this paper, we sought to evaluate the performance of various 
inpainting methods with respect to the percentage of the region to be painted. The 
results, shown in Fig. 8, provide insights into which methods are most effective for dif-
ferent percentages of missing data. Figure 8(i) displays the FID scores of the different 
inpainting algorithms at different mask percentages. Notably, all algorithms performed 
better when the percentage of missing data was between 0 and 10, as evidenced by the 
smaller FID values. The trend observed in Fig.  8(i) is that the FID score is directly 
proportional to the percentage of missing data. As the percentage increases, the FID 
score generally increases as well, indicating that the inpainting methods struggle more 
to generate realistic samples with higher amounts of missing data. Figure  8(ii) shows 
the performance of the inpainting methods in terms of the SSIM score at different mask 

Fig. 7  Samples of various inpainting techniques’ outputs in our proposed framework to remove distracting 
and unwanted regions. a Photobombed images, b Annotated masks, c Image with mask d EBII [6, 7], e CT 
[8], f FM [9], g FD [10], h CrFill [33], i DeepFill v2 [34], j HiFill [36], k RN [35], l Tfill – coarse [32], 
m Tfill – refined [32] and finally n the ground truth images. Please see the color pdf with 400% zoom
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percentages. The trend observed in Fig. 8(ii) is that the SSIM score is inversely propor-
tional to the percentage of missing data. As the percentage increases, the SSIM score 
decreases, indicating that the inpainting methods generate samples that are less similar 
to the ground truth with higher amounts of missing data. Finally, Fig.  8(iii) displays 
the PSNR scores of the different inpainting algorithms at different mask percentages. 

Fig. 8  Performance of various inpainting techniques with the percentage of mask utilized for inpainting. 
a FID score [2] with the percentage of masks, b SSIM score [3, 28] with the percentage of masks, and c 
PSNR score [4, 5] with the percentage of masks
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The trend observed in Fig. 8(iii) is that the PSNR score is inversely proportional to the 
percentage of missing data, with higher percentages of missing data resulting in lower 
PSNR scores. These insights can inform researchers and practitioners on which inpaint-
ing methods to use depending on the specific context of their missing data problem.

Figure  9 demonstrates some failure cases of various inpainting approaches in the 
framework of eliminating unwanted regions from images. In particular, the images in 
(a) (i) and (a) (ii) show examples where all methods failed to remove the photobombing 
regions perfectly. In (a) (i), all methods used the subject to generate the masked region 
due to the high percentage of subject presence in the image and its adjacency to the 
masked region. However, this resulted in incomplete removal of the unwanted region. 
Furthermore, in (a) (iii), all methods showed poor performance in generating the texture 
of the letters in the image, indicating a limitation of these methods in handling complex 
textures. The results suggest that while existing inpainting methods have shown impres-
sive performance in many cases, they still face challenges when it comes to handling 
complex images and textures.

Fig. 9  An example of failure cases of various inpainting approaches in our benchmark to eliminate 
unwanted regions. a Photobombed images, b Annotated masks, c Images with mask d EBII [6, 7], e CT [8], 
f FM [9], g FD [10], h CrFill [33], i DeepFill v2 [34], j HiFill [36], k RN [35], l Tfill – coarse [32], m Tfill 
– refined [32] and finally n the ground truth images. Please see the color pdf with 400% zoom
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Indeed, the failure cases presented in Fig. 9 highlight the need for further research and 
development of more robust inpainting methods that can handle various image complexi-
ties and achieve more accurate and complete removal of unwanted regions from images.

5  Conclusion and future works

Image De-Photobombing is a challenging task that involves removing undesired items 
or individuals from images. The procedure commences by identifying the areas within 
the images that have been photobombed, whether by humans or non-humans, and then 
manually creating annotations in the form of masks for these unwanted regions. To elim-
inate these regions and reconstruct the images, various image inpainting techniques are 
employed. The results are then evaluated using different metrics to compare them with 
the corresponding ground truth images, which are produced by manually removing the 
unwanted regions. Creating the DPD-300 dataset, which includes photobombed images, 
logical binary masks, and ground truth images, was a difficult and time-consuming task. 
This is because removing distracting and unwanted regions from images is a tedious and 
painful process that requires a lot of effort. As far as we know, this dataset is unique and 
not available elsewhere. It can be used to evaluate and improve the effectiveness and accu-
racy of different image inpainting approaches.

To date, we have conducted extensive experiments using various image inpainting tech-
niques on the DPD-300 dataset. The results have shown that these techniques are effective 
in removing photobombing and producing aesthetically pleasing images. In addition, the 
experiment with human/non-human categories will shed light on the future improvement 
of algorithms for photobombing removal. In the future, we plan to investigate additional 
image inpainting techniques to enhance the benchmarking of the dataset. We would also 
like to explore one possible approach to address the difficulty and time consumption in cre-
ating the dataset for photobombing removal is to explore alternative methods of collecting 
image pairs. Further research could investigate the feasibility of this approach and evaluate 
its effectiveness compared to the manual image recovery process. Additionally, exploring 
alternative methods for masking photobombed regions could also be a potential avenue for 
future work. The DPD-300 dataset will be publicly available along with this publication.
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