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Abstract
Biological threats are becoming a serious security issue for many countries across the world.
Effective biosurveillance systems can primarily support appropriate responses to biologi-
cal threats and consequently save human lives. Nevertheless, biosurveillance systems are
costly to implement and hard to operate. Furthermore, they rely on static infrastructures that
might not cope with the evolving dynamics of the monitored environment. In this paper,
we present a reorganizing biosurveillance framework for the detection and localization of
biological threats with fog and mobile edge computing support. In the proposed frame-
work, a hierarchy of fog nodes are responsible for aggregating monitoring data within their
regions and detecting potential threats. Although fog nodes are deployed on a fixed base
station infrastructure, the framework provides an innovative technique for reorganizing the
monitored environment structure to adapt to the evolving environmental conditions and to
overcome the limitations of the static base station infrastructure. Evaluation results illustrate
the ability of the framework to localize biological threats and detect infected areas. More-
over, the results show the effectiveness of the reorganization mechanisms in adjusting the
environment structure to cope with the highly dynamic environment.

Keywords Mobile edge computing · Fog computing · Biosurveillance systems ·
Edge cloud data management

1 Introduction

With the emergence of the recent COVID-19 outbreak, several contact-tracing applications
have been proposed to alert users if they have come in close contact with someone who
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tested positive for COVID-19. For instance, Google and Apple launched a joint COVID-
19 tracing tool for iOS and Android that employs Bluetooth technology to alert users if
they have come in close contact with someone who has tested positive for COVID-19. The
government of Singapore, China, and Austria also launched similar applications for contact
tracing.

Nevertheless, none of the proposed applications has considered the possibility of a con-
taminated environment and its role in transmitting the disease. According to a recent report
from the world health organization [56], it is vital to include environmental sampling as part
of the comprehensive outbreak investigation and combine environmental sampling with the
results of COVID-19 patient investigations. Nonetheless, the suggested protocol for sam-
pling the environment is limited to the hospitals and other health care facilities that have a
high possibility of being contaminated with the virus. Other possibly contaminated areas of
the environment, such as grocery stores, service areas, and workplaces, are not considered.
As the proposed framework in this paper is able to identify and localize such infected areas,
it can provide a tool for epidemiological investigation teams that supports the efficient sam-
pling of the environment to detect potential threats. Effective localization of these threats
can help in applying the required actions or the appropriate quarantine necessary to contain
the spread of the infection promptly.

Over the past years, researchers and practitioners have made significant efforts to develop
effective biosurveillance systems. The purpose of these systems is to early detect biological
threats before being clinically recognized [9, 15]. Research findings suggest that effective
biosurveillance systems largely support appropriate responses to biological incidents and
alleviate their threats [36, 37].

Rapid Syndrome Validation Project (RSVP) [4], Real-Time Outbreak Disease Surveil-
lance (RODS) [51], BioSense [17], and Electronic Surveillance System for the Early
Notification of Community-Based Epidemics (ESSENCE) [13] are examples of popular
real-world biosurveillance systems that rely on monitoring information combined from from
various sources. Nevertheless, according to the Centers for Disease Control and Preven-
tion (CDC), many countries are still incapable of implementing and deploying effective
biosurveillance systems due to several economic and technological factors [18].

To overcome this limitation, researchers investigated building scalable and reliable
biosurveillance systems that integrate the use of wearable sensors technologies with mobile-
edge and cloud computing platforms [2, 3, 50]. However, none of these systems is capable
of localizing the origin of biological threats.

In this paper, we propose a reorganizing biosurveillance framework for the localiza-
tion of biological infections. The framework is organized as a hierarchy of agent-based
infrastructural elements. At the lower-level, wearable biosensors and personal smartphones
continuously monitor and analyze the humans’ vital signs. At the higher-level, a hierarchy
of software agents deployed on fog nodes are responsible for aggregating monitoring data
within their assigned regions and detecting potential threats. Moreover, the framework pro-
vides an adaptive multi-agent system for reorganizing the monitored environment structure
to cope with the evolving dynamics and to alleviate the consequences of the static hosting
infrastructure.

We organize the rest of this paper as follows. In Section 2, we discuss existing related
works. In Section 3, we illustrate the architecture of the framework and its incorporated
threat detection technique. In Section 4, we present the reorganization mechanism. In
Section 5, we discuss the experiments we designed to evaluate our framework and present
the results. Finally, we conclude the paper and give future work directions in Section 6.
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2 Related work

Early detection and immediate response to bioterrorism attacks and disease outbreaks are
among the highest priorities in today’s modern societies and represent a significant issue at
the national security level [25]. Dealing with emerging epidemics and bioterrorism attacks
requires real-time tracking of infectious diseases, continuous surveillance, and very fast,
highly accurate data analysis [21]. An efficient biosurveillance system would have the bene-
fit of enhancing the quality of healthcare, reducing healthcare costs, and controlling disease
outbreaks. Traditional biosurveillance systems depend on analyzing data collected about
epidemic diseases (Syndromic Surveillance Systems), data collected from medical lab tests
(Laboratory Surveillance Systems), or through environmental monitoring (Environmental
Surveillance Systems). Recently, with the remarkable advancements in smart healthcare
technology, several edge computing, and IoT-based frameworks have been proposed for
biosurveillance. In the following subsections, we discuss the main research efforts in each
category.

2.1 Syndromic surveillance systems

Several systems have been developed in recent years to gather and analyze syndromic data
obtained from patient records and social media about major epidemic diseases such as
influenza-like illness, West Nile virus, Ebola virus, Zika virus, et. The proposed systems in
this category rely on data gathered from various sources such as emergency rooms, clinical
and hospital records, ambulance dispatch calls, and pharmaceutical retail sales [52]. These
systems work by analyzing the gathered data to extract distinctive patterns that characterize
well-known health threats [16, 20].

Popular examples of these systems include BioSense [17], Real-Time Outbreak Disease
Surveillance (RODS) [51], Rapid Syndrome Validation Project (RSVP) [4], New York City
syndromic surveillance systems [24], Electronic Surveillance System for the Early Notifica-
tion of Community-Based Epidemics (ESSENCE) [13], National Bioterrorism Syndromic
Surveillance Demonstration Program (NBSSD) [29], Oak Ridge Bio-surveillance Toolkit
(ORBiT) [41], Integrated Forecast and Early Enteric Outbreak (INFERNO) [34],and the
CDC’s Early Aberration Reporting System (EARS) [27].

Despite their exciting results, syndromic surveillance systems require access to patients’
private health records [30]. Moreover, they might generate high false-positive rates [59].
Finally, there is no evidence that they can work well for global surveillance. An interesting
discussion about the challenges of syndromic surveillance systems is given in [8].

2.2 Laboratory surveillance systems

Medical lab tests provide a reliable source of information about infection cases. Therefore,
laboratory surveillance systems work by combining accurate and confirmed test results to
detect possible infection outbreaks. For laboratory surveillance systems to operate, it is
necessary to create a network of specialized medical labs that are capable of sharing and
exchanging test results about a specific health security threat.

For example, the California Department of Health Services (CDHS) deployed an auto-
mated laboratory-based disease reporting system [10]. Moreover, a cloud computing-based
hospital automated laboratory reporting system was proposed in [55] to efficiently exchange
medical laboratory test results about infectious diseases.
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It is important to note here that laboratory surveillance systems can be combined with
syndromic surveillance systems to increase the accuracy of disease outbreak detection. Nev-
ertheless, laboratory surveillance systems require a considerable amount of time to operate
and produce useful results. As such, they are not fit to meet the timely response require-
ment in case of biological attacks. Furthermore, as these systems work as unified networks,
the varying capacities of member labs and their different information sharing regulations
greatly influence the overall effectiveness of threat detection efforts [54].

2.3 Environmental biosurveillance systems

Due to the privacy issues of personal health information, several efforts have investigated
using data collected by specialized environmental sensors distributed over different areas of
the monitored environment [19, 28].

Biowatch is an example of an environmental biosurveillance system that uses a network
of aerosol sensors deployed in 31 major US cities [42]. In [61], Yang et al. proposed a similar
system that uses a wireless sensor network for the real-time monitoring of CO concentration.
The system employs a low-frequency modulation method to improve the detection accuracy
based on the CO concentration readings collected by the specialized sensors.

As discussed above, environmental biosurveillance systems do not violate the privacy of
humans as they do not rely on any personal data. However, their installation, operation, and
maintenance costs are relatively high, and their coverages are only limited to the locations
where the sensors are deployed.

2.4 IoT-based surveillance systems

The rapid developments in the area of the Internet of Things (IoT) and their integration with
fog, edge, and cloud computing technologies provide an ideal platform for a new genera-
tion of advanced surveillance systems. To this end, several IoT-based surveillance systems
were proposed in recent years (e.g., [7, 11, 12, 46, 49, 50, 53, 58]). In these systems, IoT
based sensors and other edge devices collect and initially process raw data. After that, they
transmit the initially processed data to nearby fog devices that are capable of performing
further processing. Ultimately, fog nodes send the aggregated data to cloud computing plat-
forms that implement more in-depth analysis and events correlation to extract useful health
information.

For instance, Salahuddin et al. [43] proposed a health care system based on an edge com-
puting model. In their model, they define an edge layer composed of smart edge gateway
devices serving as a bridge between a wireless sensor network and a public connected net-
work. The used edge devices can analyze data and issue appropriate warnings in case of
emergency conditions.

Besides, several other research efforts have focused on addressing scalability and per-
formance issues resulting from the massively collected data [1, 32, 35, 38–40, 57, 60], and
on enhancing the security level through addressing privacy-related issues of these systems
[1, 31].

In addition to the above-discussed frameworks, recent studies have investigated the pos-
sibility of utilizing recent advances in IoT-Based bio-sensors, fog, and cloud computing to
implement a variety of health monitoring systems. Table 1 provides a summary of these
studies. As illustrated in the table, most of these systems use a combination of bio-sensors,
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Table 1 Related IoT-based surveillance systems

System Purpose IoT Fog Cloud

Giger et al. [23] Healthcare monitoring N N N

Gia et al. [22] Cardiac diseases monitoring Y Y Y

Sandhu et al. [45] MERS-COV prediction Y N Y

Sandhu et al. [44] H1N1 monitoring N N Y

Bhatia and Sood [14] ICU monitoring Y N Y

Hossain and Muhammad [26] Emergency healthcare Y Y Y

Nandyala and Kim [33] IoT based healthcare Y Y Y

Sareen et al. [46] Zika virus monitoring Y Y Y

Sood et al. [48, 49] Chikungunya virus monitoring Y Y Y

Sood and Mahajan [50] Mosquito-Borne Diseases monitoring Y Y Y

Sood et al. [47] Dengue fever monitoring Y Y Y

fog, and cloud computing technologies to gather and aggregate health information. The col-
lected data is then used to classify and monitor the infection status of individual people with
specific diseases.

Despite the effectiveness of the proposed systems in classifying the type of infection
for individual cases, none of these systems propose a mechanism to localize the origin
of these infections. Localization of threat origins becomes very important in the case of
purposeful biological attacks. Furthermore, all of the proposed systems rely on the existing
static base station infrastructure that is fixed at predefined locations. Nevertheless, in the
case of biological attacks, the monitored environment becomes highly dynamic, and some
areas might become overloaded while other regions might become empty. In this case, the
benefits gained by using the edge and fog platforms might be wasted. Extending the existing
systems to adapt to the highly dynamic nature of the monitored environment is a challenging
task that still needs further investigation.

In this paper, we present a reorganizing biosurveillance framework for the detection and
localization of biological threats. We organize the elements of the proposed framework in
a hierarchical architecture. At the lower-level, wearable sensors continuously monitor and
analyze humans vital signs. At the higher-levels, a hierarchy of fog nodes aggregate and
process monitoring data to detect possible infections. The choice of fog computing plat-
forms allows for future extension of the framework to support real-time proactive system
for warning population close to infectious threats and guide them to safe places in case of
emergencies. Although traditional fixed base stations host our fog nodes, the framework
continuously reorganizes the monitored environment structure to cope with the evolving
environmental conditions.

3 The initial framework for biological threats localization

In this section, we present our initial framework for the localization of biological infec-
tions that we built by extending our earlier framework that is presented in [5]. We start by
describing the framework’s architecture, and we discuss its incorporated threat localization
technique. After that, we explain the limitations of our earlier framework and address the
need for its extension to overcome its current limitations.
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3.1 Architecture of the framework

As depicted in Fig. 1, we define the proposed Framework as a hierarchy of infrastructural
computing elements. At the lower level, wearable sensors continuously measure the vital
signs of monitored humans. The readings are then captured and initially processed at the
edge by personal agents hosted on the accompanying smartphones to detect possible abnor-
malities. Bio-surveillance systems are known to be costly to implement. As such, we are
proposing to utilize ubiquitous smartphone devices and existing base stations infrastruc-
ture to deploy our framework and implement its functionalities. Concerning the wearable
biosensors technology, it is important to mention here that these sensors are not limited to
special textiles that are equipped with biosensors. Tech companies recently started to incor-
porate smartphone accessories, such as earbuds and smartwatches, with biosensors that can
easily capture several vital signs and transmit them to an attached smartphone.

As we are utilizing the existing base station infrastructure, we partition the environment
into a set of smaller areas named cells. The cell size is defined by the district that is covered
by the base station. Moreover, we assign each cell a Cell Manager agent that is responsi-
ble for collecting monitoring data within its cell. The cell manager periodically sends the
aggregated data to the corresponding higher-level Regional Manager agent that combines
the received data to detect potential threats within its region.

It is important to note here that cell and regional managers can be deployed on any dis-
tributed computational platforms. However, the choice of a fog computing platform allows
for future extension of the framework to support real-time proactive system for warning
population close to infectious threats and guide them to safe places.

As the environment might contain multiple infected areas, it is necessary to cluster cells
with related infection information into the same regions. To this end, we define the Coordi-
nator agent to oversee the distribution of cells within regions and redistributes them again
when necessary to create regions with focused information. As the coordinator requires
global knowledge about the whole monitored environment to operate, we opt to install
the coordinator on a cloud infrastructure. The effect of latency issues between the coor-
dinator and regional managers are marginal to the work of the coordinator. Moreover, a

Cloud layerFog LayerIoT Layer

Vital signs

Sensors
Mobile 
Agent

Cell Manager

Regional Managers

RM1

RMn

…
…

RMn

Coordinator

Fig. 1 Architecture of the proposed framework
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cloud platform provides powerful resources that can support the scalability of the overall
framework.

3.2 Identifying infected areas

While performing their daily chores, monitored humans might navigate different cells of the
environment. Once a human passes by a biologically infected area, he will become infected.
Nevertheless, abnormal vital signs will not immediately appear. Instead, they will reveal
after a variable amount of time that depends on the strength of their immunity systems.

As more infected humans cross a cell, there is a higher possibility for this cell to be
infected. In the same manner, as more non-infected humans cross a cell, there is a lower
possibility for this cell to be contaminated. Also, as more humans get infected without
crossing a specific cell, it is more likely that this cell is not contaminated.

To decide the likelihood of a cell of being contaminated, we use the observations men-
tioned above to assess the similarity between the traversal information of a specified cell
and the infection patterns of humans who traversed that cell. As the Jaccard similarity coef-
ficient realizes all of the above perceptions, we opt to use it to evaluate this similarity. As the
traversal information of a specified cell is more similar to the infection pattern, the specified
cells are more likely to be infected. In our framework, we consider the computed Jaccard
similarity as the suspiciousness score of the cell for being infected, and we calculate it as
follows:

Suspiciousness(C) = IT (C)

IT (C) + IU (C) + NT (C)
(1)

where, IT (C) is the number of infected persons who navigated C, IU (C) is the number of
infected persons who did not navigate C, and NT (C) is the number of not infected persons
who navigated C.

The regional managers continuously compute ordered lists of cells in their regions
according to their Suspiciousness scores. The higher the order of a cell, the more likely it is
infected.

For instance, Fig. 2 illustrates an example of a monitored environment with 9 equally-
sized cells and three monitored humans. The spot highlighted in yellow inside cell 5

Fig. 2 Example of a monitored environment
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Table 2 The aggregated data and the suspicion score in all cells

Cell 1 2 3 4 5 6 7 8 9

NTI 0 1 1 1 2 1 0 1 1

NUI 2 1 1 1 0 1 2 1 1

NTN 0 0 0 1 1 0 0 1 0

Suspicion score 0 0.5 0.5 0.3333 0.6667 0.5 0 0.3333 0.5

Suspicion rank 2 2 3 1 2 3 2

represents an infected area. As a human passes an infected area, he will become infected
(a1 and a2) after a variable incubation time. On the other hand, other humans who do not
pass infected areas (a3) will not be infected (represented by green dashed lines).

Table 2 illustrates the results of suspicion scores computed for all cells using (1). As can
be seen from the results, cell 5 has the highest suspicion score and, as such, has the highest
possibility of containing an infected area. These results conform to the actual infected area,
as shown in Fig. 2.

3.3 Multiple-threat detection

In the case of the existence of multiple infected areas in the environment, it is common
that variant numbers of humans cross different infected areas. Therefore, infected areas
with a relatively small number of crossing humans will be ranked low in the suspiciousness
list. The problem becomes more visible as the variance in the number of humans crossing
different infected areas increases.

The framework solves the issue of the variant distribution of humans across the moni-
tored environment by grouping cells related to the same threat inside the same region. To
this end, the cell managers gather infection information from monitored humans within
their areas. Then, they work with region managers to measure the distance between the col-
lected data using an exclusive representation. Finally, they pass the calculated measures to
the coordinator that rearranges the regions to group related cells within the same regions.
The region managers can then use the newly formed regions to localize biological threats
within each region. Detailed information on measuring the distance between monitoring
information and creating focused regions can be found in [5].

3.4 Limitations of the initial framework andmotivations for extension

The proposed framework assumes a fixed cell size. However, it is evident through experi-
ments that the cell size significantly impacts the effectiveness of the framework. A larger
cell size causes monitored humans to cross cells that contain infection threats but without
actually crossing the particular infected portion of the cell. Hence, the monitoring agent will
mark the cell as clear of infections while it is infected. The wrong specification of cell status
will negatively impact the accuracy of the results.

On the other hand, using a smaller cell size results in an additional number of cells.
In this case, infected areas might span more cells, and the same problem starts to appear.
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Moreover, minimizing the cell size improves the accuracy of the results to a specific limit.
Further minimization of cell size will negatively affect the accuracy of the framework, as
indicated by the results. This effect is related to the additional number of cells that results
in noise in the collected monitoring information.

It is important to mention here that the continuous evolving conditions of the moving
humans and the randomness of biological attacks make it impossible to define an optimal
cell size in advance. Given the previously mentioned conflicting objectives, there is a cru-
cial need for developing a reorganizing technique that adjusts the cell size to adapt to the
evolving nature of the monitored environment.

4 A Reorganizing biosurveillance framework

We start this section by providing an overview of the proposed framework, and then we
present its re-organization methods.

4.1 General overview

The re-organization process starts by gathering the monitoring information from the per-
sonal agents. As discussed in Section 3, personal agents continuously capture the recorded
vital signs and process them to detect any abnormality. After that, the cell managers periodi-
cally aggregate monitoring information from Personal agents within their cells. Periodically,
the Coordinator regularly oversees the distribution of cells over regions and re-distribute
them, if necessary, to improve the accuracy of the framework. After receiving the aggre-
gated monitoring-information, regional managers use the information within their regions
to find a cell structure setting that improves the effectiveness of localizing infected areas.
For this sake, the regional manager progressively splits the identified suspicious cells into
a set of smaller cells to find a cell structure setting that improves the overall accuracy of
the framework. As the information of the monitored environment continuously evolves, the
framework regularly repeats the re-organization process to cope with the dynamic nature of
the environment.

Our initial framework description in [5] contains detailed information on the process of
re-organizing cells across regions. In this section, we focus our discussion on the process of
re-organizing the cells within each region to find its best cell structure settings.

4.2 Re-organization within the region

At initialization time, the monitored environment is initially divided into a set of cells. The
original cell size is defined by the maximum area that can be covered by the base station that
hosts the cell manager. To improve the accuracy of the framework, the regional manager
periodically re-organizes the cell structure settings within its region. Algorithm 1 illustrates
the re-organization process.

In the remainder of this section, we use the case study in Fig. 3 to illustrate the vari-
ous steps of the re-organization algorithm. Figure 3 presents an example of a monitored
environment that consists of 32 equally sized cells organized into two regions according to
the technique discussed in Section 3. Each regional manager is responsible for individually
implementing Algorithm 1 to re-organize the cell structure settings within its region.
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Fig. 3 A monitored environment that consists of 32 cells organized into two regions

Region 1 contains a single infected area (highlighted in yellow) that spans cells 2, 10, and
18. In the same manner, region 2 has one infected area that spans cells 22 and 23. As humans
pass any of the infected areas, there will become infected after a variable amount of time. A
red dashed line represents the traversal path of an infected human. The yellow circle on the
path represents the point in time when the personal agent first detects the infection state. On
the other hand, solid green lines represent the traversal paths of non-infected humans.

The regional manager starts by using the original cell structure settings in its region to
compute the suspicion ranking (�) of the cells within its territory (see Algorithm 1 (line 3)).
Table 3 illustrates the results of the suspicion calculation using the original 32 cell-structure.
As shown in the results, cell (10) is ranked as the most suspicious cell in region 1 with
a suspicion score of 0.8333 followed by cells (2, 18, 9, 11, 17, 25, 3). On the other hand,
cell (23) is ranked as the top suspicious cell in region 2 with a suspicion score of 0.75
followed by cells (30, 31, 4, 12, 13, 14, 15, 32, 22). The regional manager then records the
maximum reached suspicion rank (Ω) within its region (see Algorithm 1 (line 4)). The
results in Table 3 show that the maximum reached suspicion rank in region 1 is 7 while the
maximum rank in region 2 is 5.

As the reorganization process will generate a large number of cells, it is not feasible to
display the suspicion ranking results using a table. Therefore, we demonstrate the suspicion
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Table 3 Suspicion scores and ranks for region 1 and region 2

Region 1

Cell IT(C) IU(C) NT(C) Suspiciousness (C) Suspicion rank

10 5 0 1 0.833333333 1

2 3 2 1 0.5 2

18 2 3 1 0.333333333 3

9 2 3 2 0.285714286 4

11 2 3 2 0.285714286 4

17 2 3 3 0.25 5

25 1 4 1 0.166666667 6

3 1 4 2 0.142857143 7

Region 2

Cell IT(C) IU(C) NT(C) Suspiciousness (C) Suspicion rank

23 3 0 1 0.75 1

30 2 1 1 0.5 2

31 2 1 1 0.5 2

4 1 2 0 0.333333333 3

12 1 2 0 0.333333333 3

13 1 2 1 0.25 4

14 1 2 1 0.25 4

15 1 2 1 0.25 4

32 1 2 1 0.25 4

22 1 2 2 0.2 5

ranks using a colored map, as depicted in Fig. 4. The cells colored in dark red represent the
most suspicious cells, while less suspicious cells have brighter colors.

After that, the regional manager progressively splits each infected cell into four equally
sized cells (see Algorithm 1 (line 6)). Then, it uses the new cell structure settings (CRG)
to compute the suspicion rank of the new cells (�) (see Algorithm 1 (line 8)). Finally,
the regional manager computes the highest reached suspicion rank (Ω) in � (see Algo-
rithm 1 (line 10)). In case the new highest reached is larger than the old one, the regional

Fig. 4 Suspicion ranking of cells using the original cell structure (Level-0)
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Fig. 5 Suspicion ranking of cells after splitting the infected cells for the first time (Level-1)

manager repeats the split process (Algorithm 1 (line 5 to 11)). The regional manager con-
tinues to split infected cells until the obtained highest reached rank (Ω) becomes lower than
its previous value(Ω ′).

Figure 5 shows the two regions after the first split operation. As illustrated in the figure,
the regional manager split each infected cell into four equally sized cells, and computes the
suspicion scores and ranks accordingly. For instance, cell 10 is ranked as the most suspicious
cell when using the original cell structure. After the first split, cells 10.3 and 10.4 are listed
as most suspicious (colored in dark red), and cells 18.1 and 18.2 are ranked second.

Cell 18.3 is originally part of cell 18 that was initially ranked second. Nevertheless, cell
18.3 is not identified suspicious after splitting the cells. This observation conforms with the
actual span of the infected area, which does not cover cell 18.3. Therefore, minimizing cell
size helps in excluding non-infected territories that are included in the case of large cell size
and consequently makes the framework more precise.

After the first split of infected cells (level-1), the highest reached ranks in regions 1 and
2 are 7 and 5, respectively. As the highest reached ranks for the two regions are equal to the
previous ranks at level-0 (i.e., before splitting), the regional managers further split (level-2)
the infected cells within both regions. Figure 6 shows the two regions after reaching level-2.
As can be noticed, the area of suspicious cells is narrowed down to better match the infected
areas. Using level-2, the highest reached ranks in regions 1 and 2 are 7 and 3, respectively.
As can be noticed from the figure, the gradients in the suspicion rank of cells in region 2
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Fig. 6 Suspicion ranking of cells after splitting the infected cells for the second time (Level-2)
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Fig. 7 Suspicion ranking of cells after splitting the infected cells of region 1 for the third time (Level-3) and
reverting back the cells in region 2 to level-1

become very small. This convergence in results indicates that all suspicious cells have the
same or close degree of suspiciousness. Consequently, using this cell structure wastes the
improvement in efficiency gained by the split process.

As the previous highest rank in region 2 is larger than the new one, the split process in
region 2 will be reverted to level-1. Therefore, the regional manager considers the suspicion
scores and ranks computed according to the cell structure of level-1. On the other hand, the
regional manager at region 1 further splits its cells to level-3 and computes the suspicion
ranks accordingly (see Fig. 7).

According to the results given in Fig. 7, the highest reached rank in region 1 using the
structure of level-3 is 4. As such, the regional manager reverts the cell structure to level-2,
and the reorganization process stops at this level. Figure 8 captures the final cell structure
settings after completing the reorganization process. As illustrated in Fig. 8, the most sus-
picious areas in region 1 are mainly focused within cell 10 and the lower parts of cell 2.
Furthermore, the figure shows that the structure of the identified infected cells adapts to the
actual spread of the infection and the infected humans’ traversal information. Overall, the
framework gives more precise results for region 1 in comparison to region 2. The improved
accuracy in this example is expected as region 1 includes a larger number of monitored
humans that generate added monitoring information.
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Fig. 8 The final cell structure settings after completing the re-organization process
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5 Model implementation and evaluation

In this section, we discuss the experiments we used to evaluate our framework and to show
its effectiveness. We start by presenting the experimental settings and the evaluation metrics.
Then, we discuss the collected results.

5.1 Experiment setting

We implemented and integrated our framework using DIVAs 4 [6], a framework for the
quick construction of agent-based simulation systems. Using the environment editing sys-
tem integrated with DIVAs 4, we built a virtual city that consists of buildings, streets,
trees, and other environmental objects. In all of our experiments, we fixed the simulated
environment dimensions to 8000X8000 meters that we initially partitioned into 256 cells.

Moreover, we defined a circular biologically infected area at the center of the virtual city.
We run the simulation scenarios using infected areas with a radius of 100, 200, 300, and
400 meters and with 1000, 2000, and 3000 simulated humans. At the start of the simulation,
none of the simulated humans is infected. Nevertheless, as any of the humans crosses the
infected area, he will become infected after a variable amount of time. The incubation period
depends on the strength of the immunity level for the infected human. For this sake, we
assign a random immunity level values for each of our simulated humans that range from 1
to 5. The higher the value, the longer the time it takes the infection signs to appear.

For each combination of the above settings, we ran the simulation scenario 10 times. For
each computed split-level, we calculated the following:

– The percentage of the inspected environment: This value refers to the rank of the last
infected cell in the generated cell divided by the total number of cells in the environ-
ment. In other words, this value refers to the percentage of the environment area that
must be inspected to detect all infected cells.

– Reached rank: The highest generated rank in the last.
– Percentage of false negatives: This value corresponds to the number of undetected

infected cells divided by the total number of cells.
– Percentage of false positives: This value refers to the percentage of uninfected cells

that the framework wrongly identifies them as infected. As the framework generates an
ordered list of suspicious cells, we count the number of false positives until we reach
the last actual infected cell in the generated list.

5.2 Results & evaluation

Figure 9 shows the percentage of the inspected area for all experiment settings. The
results show that the percentage of the inspected environment increases as the threat radius
increases. This increment is expected as the increase in the threat radius increases the overall
infected area.

Figure 9 also shows that with any number of monitored humans, the rate of inspected
environment significantly drops from level (0) to level (2). After level (2), the decrease
becomes marginal. Minimizing the size of the cell will result in adding new cells in the
environment. This addition will cause the monitored humans to traverse more cells. As not
all of the newly created cells are infected, crossing these cells will result in collecting false
pieces of evidence that affects the accuracy of the model.
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Fig. 9 Percentage of the inspected area of the environment with a threat radius of 100, 200, 300, and 400 and
using 1000, 2000, and 3000 monitored humans
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We can notice the same effect when using more monitored humans in the environment.
Although monitoring more humans provides more pieces of evidence, there is a higher
chance for those humans to navigate more cells that might not be infected. Consequently,
the benefits gained by monitoring more humans will be lost. For instance, in case of a threat
radius of 100, the minimum inspected percentage with 1000 is 0.102% and is achieved at
level (5). In the case of using 2000 humans, the rate drops to 0.0621% and then increases
again to 0.0709% in the case of 3000 humans. Despite the slight increase in the percent-
age of the inspected environment in case of the 3000 humans, the recorded results are
comparable to the case of 2000 humans.

The results in Fig. 9 also show that the minimum percentage in case of the 100 infection
radius occurs at levels (5) and (6). However, in the case of the 200 infection radius, the
minimum percentage occurs at level (4). As we can notice from the results, the optimal cell
size increases as the size of the infected area increases.

As the size of the infected area increases, there is a higher possibility of not traversing
all infected cells in the environment. Consequently, the framework will not be able to iden-
tify all infected cells. Figure 10 captures this behavior and shows the percentage of false
negatives with a threat radius of 300 and 400 and using 1000, 2000, and 3000 monitored
humans. As can be seen in the Figure, with an infection radius of 300 or 400, the frame-
work is unable to identify all infected cells in the environment. Nevertheless, as the cell
size decreases, the percentage of false negatives also decreases. Yet, in case of monitoring
more number of humans, the percentage of false negatives also deceases. For instance, the
percentage of false negatives will drop to zero percent starting from level (3) in case of
monitoring 3000 humans (see Fig. 10c). Although monitoring more humans might slightly
affect the accuracy of the framework as discussed above, it will result in a higher chance of
covering more infected areas. Consequently, it helps in minimizing the percentage of false
negatives and in enhancing the reliability of the framework.

The results in Fig. 10 also show that, with an infection radius of 300 and 400 meters,
the false negative rates in case of 1000 monitored humans are higher than the false negative
rates with 2000 or 3000 humans. This fact explains why the percentage of the inspected
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Fig. 10 Percentage of false negatives with a threat radius of 300 and 400 and using 1000, 2000, and 3000
monitored humans

16820 Multimedia Tools and Applications (2021) 80:16805–16825



environment with 1000 humans is less than the percentage when tracking 2000 and 3000
humans (see Fig. 9g–l).

Figure 11 shows the percentage of false-positive cases generated by the framework. As
the cases of 300 and 400 meters infection radius have loss percentages, we restrict the results
to the experiments with 100 and 200 meters infection radius. As illustrated in the figure, the
framework does not generate any false-positives at level (0). Furthermore, the percentages
of false-positives initially remain low and then start to increase as the level increases for any
number of monitored humans. This increment is expected as the higher levels result in more
cells in the environment. Accordingly, monitored humans traverse more cells, that might
not be infected. Therefore, the number of false-positives increases.

The results in Fig. 11 also show that with an infection radius of 100 meters, tracking 1000
humans results in a very high percentage of false-positives in comparison to tracking 2000
and 3000 humans for the same infection radius (see Fig. 11a,b, and c). As discussed earlier,
monitoring a larger number of humans provides more pieces of evidence and enhances the
accuracy of the framework. The percentage of false-positives becomes higher in the case of
small infection areas, as in the case of the 100 meter infection radius. This raise in false-
positives happens because smaller infected areas have a lower chance of being covered by
a small number of humans.

Nevertheless, the results in Fig. 11 show that with an infection radius of 100 meters,
monitoring 2000 humans results in more false-positives in comparison to the case of 3000
humans. On the other hand, in case of the 200 meters infection radius, the percentage of
false-positives in case of monitoring 3000 humans is higher than the case of 2000 humans.
In the case of the 200 meters infection radius, the environment has a larger number of
infected cells in comparison to the 100 meters infection radius. Hence, monitoring more
humans results in more false positives as these humans have higher chances of traversing
more infected cells.

Overall, we can notice from the results that the proposed framework maintained the
lowest percentage of inspected areas. Furthermore, the results show that the framework
dynamically reorganizes the cell partitioning to minimize the loss and false-positive rates.

0.00%

0.10%

0.20%

0.30%

0 1 2 3 4 5 6

%

Level ID

Radius = 100 - 1000 Humans

0.00%

0.10%

0.20%

0.30%

0 1 2 3 4 5 6

%

Level ID

Radius = 100 - 2000 Humans

0.00%

0.01%

0.02%

0.03%

0 1 2 3 4 5 6

%

Level ID

Radius = 100 - 3000 Humans

0.00%

0.10%

0.20%

0.30%

0 1 2 3 4 5 6

%

Level ID

Radius = 200 - 1000 Humans

0.00%

0.10%

0.20%

0.30%

0 1 2 3 4 5 6

%

Level ID

Radius = 200 - 2000 Humans

0.00%

0.10%

0.20%

0.30%

0 1 2 3 4 5 6

%

Level ID

Radius = 200 - 3000 Humans

(a) (b) (c)

(d) (e) (f)

Fig. 11 Percentage of false positives with a threat radius of 100 and 200 and using 1000, 2000, and 3000
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6 Conclusion and future work

In this paper, we presented a reorganizing biosurveillance framework for the precise detec-
tion of biological threats using fog and mobile edge computing support. In the proposed
framework, a hierarchy of fog nodes are responsible for aggregating monitoring data within
their regions and detecting potential threats. Although fog nodes are deployed on a fixed
base station infrastructure, the framework provides an efficient technique for reorganizing
the monitored environment structure to adapt to the evolving environmental conditions and
to overcome the limitations of the static base station infrastructure.

The proposed framework is implemented and assessed in DIVAs 4, a framework for the
rapid development of multi-agent simulation systems. Evaluation results illustrate the abil-
ity of the framework to localize biological threats and detect infected areas. Moreover, the
results show the effectiveness of the reorganization mechanisms in adjusting the environ-
ment structure to cope with the evolving environmental conditions. As clearly noticed in the
presented experimental results, the framework’s main limitation is its inability to identify
infected areas not covered by infected humans. In our future work, we are intending to inves-
tigate advanced techniques to anticipate these areas using information from neighboring
infected areas. Such methods are vital to improve the accuracy of the framework and min-
imize the loss rate. Additionally, we intend to investigate the impact of the re-organization
process on the performance of the framework.
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