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Abstract
Employing clustering strategy to assign unlabeled target images with pseudo labels has 
become a trend for person re-identification (re-ID) algorithms in domain adaptation. A 
potential limitation of these clustering-based methods is that they always tend to intro-
duce noisy labels, which will undoubtedly hamper the performance of our re-ID system. 
To handle this limitation, an intuitive solution is to utilize collaborative training to purify 
the pseudo label quality. However, there exists a challenge that the complementarity of 
two networks, which inevitably share a high similarity, becomes weakened gradually as 
training process goes on; worse still, these approaches typically ignore to consider the self-
discrepancy of intra-class relations. To address this issue, in this paper, we propose a mul-
tiple co-teaching framework for domain adaptive person re-ID, opening up a promising 
direction about self-discrepancy problem under unsupervised condition. On top of that, a 
mean-teaching mechanism is leveraged to enlarge the difference and discover more com-
plementary features in target domain. Comprehensive experiments conducted on several 
large-scale datasets show that our method achieves competitive performance compared 
with the state-of-the-arts.
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1  Introduction

Given a query image, person re-identification (re-ID) aims to match the person-of-inter-
est across multiple non-overlapped cameras distributed in different places. Encouraged 
by the remarkable success of deep learning methods and the availability of large-scale 
datasets, re-ID research community has achieved significant progress during the past few 
years (Zheng and Yang 2016; Ye et al. 2021). However, as for pedestrian images from an 
unseen domain, even with a large diversity of training data, person re-ID model gener-
ally experiences catastrophic performance drops because of the huge domain gaps or scene 
shifts, which cannot satisfy the need of application in real scenarios. To alleviate this prob-
lem, unsupervised domain adaptation (UDA) (Ganin & Lempitsky 2015; Xiang et al. 2020; 
Saito et al. 2018) is therefore proposed to employ the model trained on source dataset with 
identity labels to perform inference on the target domain. Nevertheless, it still remains an 
open research challenge in industry and academia due to the lack of identity annotations.

Currently, there are two main categories of UDA methods in re-ID community. The 
first category of image-level adaptation aims to eliminate the data distribution discrepancy 
across source and target domain, such as PTGAN  (Wei et  al. 2018) and SPGAN  (Deng 
et  al. 2018). Although these approaches achieve promising progress, their performance 
deeply relies on the images generation quality. The second category of clustering-based 
adaptation (Song et al. 2020; Fu et al. 2019; Fan et al. 2018) deploys clustering algorithm 
to generate pseudo-labels for unsupervised target images during training period. Unfortu-
nately, their abilities are substantially hindered by the inevitable label noises caused by 
imperfect clustering algorithms. To alleviate this problem, some co-teaching based re-ID 
approaches (Yang et al. 2020; Ge et al. 2020; Zhao et al. 2020; Zhai et al. 2020 have been 
introduced for combating with noisy labels after clustering. Even though their optimal per-
formance is often achieved by sub-network’s discrimination ability, the self-discrepancy 
of intra-class relation (as shown in Fig. 1) in target domain still remains unexplored. So 

Fig. 1   Illustration of the self-discrepancy of intra-class relations for UDA person re-ID tasks, which is 
caused by variations in pose, viewpoint and occlusion, etc. For each identity, some easy samples can be 
assigned with reliable pseudo labels. However, most of hard samples are always given with noisy pseudo 
labels
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a natural question then comes to our attention: how to leverage self-discrepancy features 
of multiple sub-networks, and then optically adapt them to unlabelled domain? which has 
to be fully elaborated. Another challenge we observe is that, as the training process goes 
on, two neural networks in traditional co-teaching (Han et al. 2018 tend to converge and 
unavoidably share a high similarity, which weakens their complementarity and further 
improvement in terms of performance.

To solve the challenges mentioned above, we propose a simple yet powerful Multiple 
Co-teaching Network MCN1 that considerably explores the self-discrepancy of intra-class 
relation in target domain, consequently, person re-ID can be more effectively performed to 
resist with noisy labels in domain adaptation. In addition, we introduce a mean-teaching 
mechanism to greatly enhance the complementarity and independence of collaborative 
networks, which, in turn, further improves the discriminability of learned representations 
in a progressive fashion. To the best of our knowledge, this is the first research effort to 
exploit the potential of self-discrepancy among intra-class relations to address the UDA 
problem. Compared with existing co-teaching based method (Ge et al. 2020; Zhao et al. 
2020; Zhai et al. 2020), our MCN is different from them in terms of two perspective: data 
input and model structure (1) Our work proposes to adopt samples with different dis-
crepancy granularity ( T1 ∼ Tn ) as asymmetric inputs to multiple networks, while previous 
methods applied same dataset as symmetric inputs during collaborative training; (2) MEB-
Net (Zhai et al. 2020) used DenseNet-121 (Huang et al. 2017), ResNet-50 (He et al. 2016) 
and Inception-v3  (Szegedy et  al. 2016) as backbone to collaboratively learn from each 
other during the same time, MMT (Ge et al. 2020) and NRMT (Zhao et al. 2020) utilized 
random erasing (Zhong et al. 2020) or random seeds for creating a difference, MMT (Ge 
et al. 2020) and MEB-Net  (Zhai et al. 2020) also adopted symmetrical architecture with 
soft pseudo labels as well as hard pseudo labels in UDA re-ID tasks, which requires more 
computation costs and model parameters during training. In contrast, our MCN is only 
trained based on vanilla ResNet-50 backbone with hard pseudo labels, which makes it 
more flexible and adaptable. In addition, our proposed method can significantly mine the 
self-discrepancy features of samples in target domain, and a novel mean-teaching mecha-
nism is also adopted to enhance the independence and complementarity between teacher 
network and several student networks, while previous asymmetric co-teaching approaches 
(e.g. ACT (Yang et al. 2020) and MEB-Net (Zhai et al. 2020)) fail to satisfy these needs in 
real-world application.

In summary, our main contributions of this paper can be summarized as follows:

•	 We propose a multiple co-teaching network MCN to mine the self-discrepancy of intra-
class relations in target domain for solving noisy labels.

•	 A Mean-Teaching mechanism is introduced to further enhance the output comple-
mentarity in a progressive manner based on proposed MCN method (“MCN-MT” for 
short).

•	 Experimental results conducted on several benchmark datasets demonstrate the effec-
tiveness of our proposed method.

In the rest of the paper. we first review some related works of unsupervised domain 
adaptive person re-ID in Sect. 2. Then in Sect. 3, we give the learning procedure of the 

1  The code of this work is publicly available at https://​github.​com/​Jerem​yXSC/​MCN-​MT.

https://github.com/JeremyXSC/MCN-MT
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proposed multiple co-teaching network MCN, as well as its mean-teaching version MCN-
MT. Extensive evaluations compared with state-of-the-art methods and comprehensive 
analyses of the proposed approach are reported in Sect. 4. Conclusion and future work are 
given in Sect. 5.

2 � Related works

2.1 � Unsupervised domain adaptation (UDA)

UDA aims to generalize the model learned from labeled source domain to the other unla-
beled target domain, and the labeled and unlabeled examples are from non-overlapping 
classes, which makes it difficult to build the learning relationship between them  (Xiang 
et  al. 2020; Peng et  al. 2016). Traditional studies  (Zheng et  al. 2015; Farenzena et  al. 
2010) related to hand-crafted systems for person re-ID aim to design or learn robust fea-
tures for person re-ID, e.g., (Farenzena et al. 2010) presented an appearance-based method 
with overall and local chromatic content. However, these hand-crafted feature based mod-
els always fail to produce competitive results on large-scale datasets. The main reason is 
that these early works are mostly based on heuristic design, and thus they could not learn 
optimal discriminative features on current large-scale dataset. Benefited from the suc-
cess of deep learning, some recent works  (Deng et al. 2018; Wei et al. 2018) attempt to 
address unsupervised domain adaptation based on deep learning framework. For instance, 
SPGAN (Deng et al. 2018) learns a similarity preserving GAN model by using the nega-
tive pairs to improve the image-image translation performance, Wei et al. (2018) proposed 
a Person Transfer GAN network to bridge the domain gap between different styles of two 
datasets and migrate pedestrian styles from one dataset to another. Recently, Zhong et al. 
(2018) firstly proposed a HHL method to learn camera-invariant networks for the target 
domain, Xiang et  al. (2021) took a first attempt to explicitly dissect person re-ID from 
the aspect of attribute on synthetic datasets. Although these unsupervised domain adaptive 
approaches achieve promising progress, their performance is still very far from satisfactory 
compared with the fully supervised approaches (Xiang et al. 2020).

2.2 � Clustering‑based person re‑ID

In recent years, training deep model with clustering has been widely studied, and these 
approaches mainly focus on estimating pseudo identity labels on the target domain so as 
to learn deep models in a supervised manner. Usually, clustering-based methods are used 
to generate a series of clusters in the feature space, so pseudo labels assigned by clustering 
are employed to update networks with an embedding loss. For example, Fan et al. (2018) 
proposes a progressive unsupervised learning method consisting of clustering and fine-tun-
ing the network. Fu et al. (2019) proposes a self-similarity grouping method which exploits 
the potential similarity (from the global body to local parts) of unlabeled samples to build 
multiple clusters from different views automatically. In addition, a self-training augmenta-
tion method PAST (Zhang et al. 2019) is proposed to promote the performance on target 
dataset progressively. However, pseudo labels assigned by clustering algorithm can be very 
noisy as clustering accuracy on hard samples is not always satisfactory. To be more spe-
cific, there are two main noises for clustering-based method: Noisy labels of inliers and 
Noisy labels of outliers. As illustrated in the Fig. 2, as for the Noisy labels of inliers, the 
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pseudo labels generated by clustering algorithm always contains some noisy labels due to 
its limited clustering performance, which will undoubtedly hamper the performance of our 
re-ID system. As for the Noisy labels of outliers, previous clustering methods tend to leave 
low confidence samples as outliers and do not assign cluster labels to them. These outli-
ers are usually hard samples that encounter high image variations. Consequently, most of 
clustering-based methods suffer from the limitation of noisy clustering results and slow 
convergence since classification performance extremely depends on the quality of pseudo 
labels in target domain, which is not practical in real-world scenarios.

2.3 � Learning with noisy labels

Deep learning with noisy labels is practically challenging, which has been widely studied 
in recent years. One of popular deep learning paradigm is co-teaching (Han et al. 2018). 
During the co-teaching, the key idea of teacher-student models is to create consistent train-
ing supervision for labeled or unlabeled data via different models’ predictions, then allow 
teacher and student networks to teach other in mutual perspective. Recently, this idea has 
been applied to distill powerful and easy-to-train large networks into small but harder-to-
train networks (Romero et al. 2014) that can even outperform their teacher. However, the 
output of teacher network and student networks might converge to equal each other and 
the two networks tend to loss their output independence when inputs of different branches 
share a high similarity or repeat with each others. Importantly, existing teacher-student 
models could not be directly utilized on unsupervised domain adaptation (UDA) tasks of 
person re-ID since they are mostly designed for close-set recognition problems, which hin-
ders the further improvement of UDA person re-ID task. Aiming to address these chal-
lenges mentioned above, in this work, we develop a multiple co-teaching network with 
mean-teaching mechanism for unsupervised domain adaptive re-ID task.

Although MCN inherits (and extends) the structure of asymmetric co-teaching approach 
ACT  (Yang et  al. 2020), there exists some significant new designs in MCN to allow it 

(a) (b)

Fig. 2   Some visualization results of noisy labels with traditional clustering method on Market-1501 and 
DukeMTMC-reID dataset, respectively
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to work for a very different manner. (1) MCN can significantly mine the self-discrepancy 
feature of intra-class relations in target domain, while ACT is mainly constructed to find 
more outliers to perform asymmetric co-teaching. (2) MCN seamlessly integrates the 
mean-teaching mechanism to enhance the independence and complementarity between 
teacher network and student networks. In contrast, ACT did not consider the complementa-
rity problems of two networks during collaborative training. (3) MCN substantially outper-
forms ACT for unsupervised cross-domain re-ID tasks on several benchmark datasets. (4) 
This is the first time as far as we know, to comprehensively explore the self-discrepancy of 
intra-class relations in target domain for UDA re-ID task.

3 � Methodology

3.1 � Problem formulation

In the UDA re-ID task, we are given a labeled source dataset S =
{

x1, x2,⋯ , xNs

}

 , consist-
ing of Ns person images with manually annotated labels Y =

{

y1, y2,⋯ , yNs

}

 . We also have 
an unlabeled target dataset T =

{

t1, t2,⋯ , tM
}

 . Note that there is non-overlapping in terms 
of identity between source domain and target domain in open set domain adaptation. Our 
goal is to learn a feature embedding function that can be applied to test set 
Xt =

{

xt
1
, xt

2
,… xt

Nt

}

 of Nt person images and query set Xq =

{

x
q

1
, x

q

2
,… x

q

Nq

}

 of Nq person 
images during the evaluation stage. By leveraging both labeled source images from S and 
unlabeled target samples in T, we can learn a discriminative re-ID model that generalized 
well in the target domain for adaptive re-ID task.

3.2 � Multiple co‑teaching network

Without the supervised signal for cross-domain re-ID task, it is important to design a 
framework that can be used to mine the self-discrepancy features of target unlabeled sam-
ples. In this work, we creatively develop a multiple co-teaching network MCN to consider-
ably explore the self-discrepancy of intra-class relations in target domain, and then combat 
with noisy labels in domain adaptation. Furthermore, a mean-teaching mechanism is intro-
duced to enhance the complementarity and avoid error amplification of different collabora-
tive networks.

3.2.1 � Multiple co‑teaching

To learn self-discrepancy of intra-class relations in target domain, we propose a multiple 
co-teaching network MCN which trains several networks progressively with samples at dif-
ferent granularity levels. As shown in Fig. 3, MCN consists one teacher network M1 and 
several student networks M2 ∼ Mn . Specifically, we firstly train CNN on the source labeled 
data and fine-tune it on target data with pseudo labels to get initial weights for M1 ∼ Mn , 
then we perform multiple co-teaching paradigms between teacher network and several stu-
dent networks. In particular, teacher network receives highest confidence samples ( T1 ) as 
much as possible while student networks take in samples with lower confidence levels ( Tn , 
Tn−1 , ⋯,T2 ) as diverse as possible. In the first paradigm of co-teaching, teacher network M1 
performs co-teaching with student network Mn until they reach convergence, followed by 
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the second co-teaching paradigm between teacher network M1 and student network Mn−1 . 
More detailed training manner of our propose MCN network is illustrated in Fig. 4. Note 
that there are n-1 co-teaching paradigms in total needed to be performed between teacher 
network M1 and several student networks M2 ∼ Mn , respectively. To be more specific, the 
student networks select diversified samples from lower confidence set to train teacher net-
work when multiple students are involved progressively, which encourages the teacher net-
work to have a basic discriminability for representation learning. The critical idea behind 
MCN is to create a difference between several collaborative networks for enhancing their 
complementarity. After several iterations in multiple co-teaching network, we use final 
fine-tuned teacher network M1 to perform inference.

3.2.2 � Mean‑teaching mechanism

In traditional co-teaching, a popular strategy is to employ the predictions of teacher model 
for training other student networks. However, most of researchers always neglect that directly 
using the current predictions to train student models degrades the complementarity of 
teacher models’ outputs Tarvainen and Valpola (2017). To address this issue, we introduce 

Fig. 3   Overall framework of our multiple co-teaching method. T1 ∼ T
n
 denote target samples in different 

granularity levels of clustering confidences (highest → lowest). E
[

M1

]

 ∼ E
[

M
n

]

 represent temporal average 
models of M1 ∼ M

n
 , which represent multiple co-teaching networks corresponding to T1 ∼ T

n
 , respectively

Fig. 4   The training manner of 
our propose MCN network. 
To be more specific, multiple 
student networks are organized to 
learn from teacher network in a 
progressive fashion ( M

n
 → M2)
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a mean-teaching mechanism to greatly enhance the independence and complementarity of 
teacher network and student networks. To be more specific, mean-teaching leverages the tem-
porally average models of networks to generate pseudo labels for supervising each other. Dur-
ing the training iteration T, the parameters of the temporally average models are denoted as 
Θ
(

ET [M]
)

 , which can be calculated as

where Θ
(

ET−1[M]
)

 indicates the temporal average parameters of the networks in the pre-
vious iteration T-1, the initial temporal average parameters are Θ

(

E0[M]
)

= Θ(M) , � is 
the hyper-parameter within the range [0,1). Different from Tarvainen and Valpola (2017) 
whose weight is temporal average of the student network parameters, our teacher model is 
trained with diverse samples mined by student networks, which encourages the teacher net-
work to receive samples as diverse as possible, so the weights of MCN-MT can be dynamic 
updated as training goes on. The pseudo hard labels of both average model and its peer net-
work are utilized jointly to train the several collaborative networks. During the evaluation 
period, we adopt the past average model of teacher network for down-stream re-ID task.

3.3 � Dynamic network updating

As shown in the Algorithm 1, we firstly use pre-trained ResNet-50 (He et al. 2016) on Ima-
geNet (Deng et al. 2009) for initializing with source dataset S, then adopt source model Msrc 
to extract pooling-5 features of target images T, which assigns reliable pseudo hard labels for 
exemplars in high-density area while noisy pseudo labels for samples in low-density area. 
We set a hyper-parameter n to control the granularity of discrepancy and a hyper-parameter 
r to represent maximum iteration round during training. Consequently, target images T can 
be divided into n granularity levels ( T1 ∼ Tn sets) based on the clustering results. In particular, 
Mada is a fine-tuned model over diverse set T1 , T2 , ..., Tn , which acts as a warm start for training 
multiple student networks, then we perform several co-teaching paradigms between teacher 
network and student networks progressively. In this paper, the noisy pseudo labels caused by 
clustering, which result in a decline in performance, can be alleviated by our MCN framework 
with mean-teaching induction, this gives rise to our MCN-MT method.

In fact, many previous works (Hermans et al. 2017; Fu et al. 2019) have been found that 
performing training with triplet loss has great potential to learn a robust and discriminative 
model in person re-ID tasks. The triplet loss optimizes the embedding space such that data 
points with the same identity are closer to each other those with different identities. Motivated 
by this, in this work, we use triplet loss to mine the relationship of training samples during 
training, which can minimize the distance among positive pairs and maximize the distance 
between negative pairs. And our loss is defined as:

where da,p , da,n denote the feature distances of positive pair and negative pars, respectively, 
m represents the margin of our triplet loss, (z)+ denotes max(z,0). 

(1)Θ
(

ET [M]
)

= � ∗ Θ
(

ET−1[M]
)

+ (1 − �) ∗ Θ(M)

(2)Ltriplet =
(

da,p − da,n + m
)

+
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Therefore, through the triplet loss via multiple co-teaching, the discriminative ability of 
teacher network is enhanced in the domain adaptation process, and more reliable or hard 
samples are involved during training, eventually leading to the improvement of the multiple 
co-teaching network.
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4 � Experiment

4.1 � Datasets and protocols

We evaluate our method on three benchmark datasets, including Market-1501  (Zheng 
et al. 2015), DukeMTMC-reID (Ristani et al. 2016; Zheng et al. 2017) and CUHK03 (Li 
et al. 2014). The evaluation protocols are also elaborated before showing our experiments 
results.

Market-1501 Market-1501 has 1,501 identities in 32,668 images. 12,936 images of 751 
identities are used for training, the query has 3,368 images and gallery has 19,732 images. 
All the samples are collected from 6 cameras in the summer of Tsinghua University. This 
dataset is automatically detected and cropped by the DPM detector. Therefore, there may 
be some noise samples with incomplete pedestrian components.

DukeMTMC-reID DukeMTMC-reID is collected in the winter of Duke University 
from 8 different cameras, which contains 16,522 images of 702 identities for training, and 
the remaining images of 702 identities for testing, including 2,228 images as query and 
17,661 images as gallery, the bounding-box of this dataset are all manually annotated.

CUHK03 CUHK03 consists of 14,097 images with a total 1,467 identities, which are 
collected in the Chinese University of Hong Kong with only 2 cameras. This datasets 
has two settings of labelling: human labeled bounding boxes and DPM detected bound-
ing boxes. In this work, we use the DPM detected setting since it is more challenging and 
closer to real-world scenarios.

Protocols In this experiment, we follow the standard evaluation protocol used in Zhong 
et  al. (2017) and adopt mean Average Precision (mAP) and Cumulative Matching Char-
acteristics (CMC) at Rank-1, Rank-5 and Rank-10 for performance evaluation on all the 
candidate datasets.

4.2 � Implementation details

In this paper, we follow the training procedure in Yang et al. (2020) and empirically set 
� = 0.999 in Eq. 1. ImageNet pretrained model is adopted for supervised learning during 
baseline initializing period. Specifically, we keep the size of input images and resize them 
to 128 × 64. The batch size of training samples is set as 64. As for triplet selection, we ran-
domly selected 16 persons and sampled 4 images for each identity, m is set as 0.5 in Eq. 2. 
For data augmentation, we employ random cropping, flipping and random erasing (Zhong 
et al. 2020). DBSCAN clustering (Ester et al. 1996) is employed to mine the samples with 
different granularity of self-discrepancy, the minimum size of a cluster is constrained to 4 
and the density radius is set to 1.6 × 10−3 . Additionally, we set maximum iteration rounds r 
= 30 until it reaches convergence state.

4.3 � Ablation study

To further validate the effectiveness of the our proposed method, we perform several abla-
tion studies on the individual component of our proposed multiple co-teaching method.

The effectiveness of proposed MCN To argue the effectiveness of our proposed 
method MCN, we conduct extensive experiments under another setting of simple fine-tun-
ing with single network. As depicted in Table 1, it can be easily observed that our multi-
ple co-teaching network can achieve more competitive performance than fine-tuning with 
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target images in cross-domain re-ID task, e.g., our MCN method can achieve a remarkable 
performance of 82.6% in rank-1 accuracy and 63.2% in mAP on Market-1501 dataset, how-
ever, it can only obtain 72.8% in rank-1 accuracy and 51.6% in mAP by simple fine-tuning 
strategy with single network. Not surprisingly, mAP accuracy is also significantly reduced 
from 53.5% to 46.8% if directly applying fine-tuning on DukeMTMC-reID benchmark, 
which demonstrates the superiority of our proposed MCN method.

The effectiveness of mean-teaching mechanism We evaluate the mean-teaching com-
ponent proposed in Sect. 3.2.2. As illustrated in Table 2 and Fig. 7, when n=3, results show 
that mAP accuracy drops significantly from 64.9% to 63.2% on Market-1501 and from 
57.8% to 53.5% on DukeMTMC-reID respectively without adopting mean-teaching induc-
tion. Additionally, similar drops can also be observed no matter which self-discrepancy 
parameter is employed in multiple co-teaching framework. The effectiveness of the mean-
teaching can be largely attributed to that it enhances the discrimination capability of all 
collaborative networks during multiple co-teaching, which is vital for domain adaptation in 
cross-domain where the target supervision is not available.

The impact of discrepancy granularity Intuitively, n determines the granularity of the 
self-discrepancy relations, when n=2, only two models are trained collaboratively. As n 
increases, retrieval accuracy improves at first. However, mAP accuracy does not always 
increase with confidence granularity level n. As illustrated in Fig. 7, when n=4, 5 or 6, the 
performance drops dramatically, regardless of using mean-teaching induction. To go even 
further, we gave an explanation about this phenomenon from two aspects: Qualitative per-
spective and Quantitative perspective.

First, from the qualitative perspective, a visualization of the self-discrepancy offers 
explanations to this phenomenon, as shown in Fig. 5. When n equals to 4, 5 or 6, some 
images of same pedestrian in different confidences are very similar to each other, so the 
inputs of different branches share a high similarity, which may degrade the complemen-
tary capacity of MCN-MT. Additionally, some image pairs when n=3 are shown in Fig. 6, 
which has a significant difference among different image pairs.

Second, from the quantitative perspective, our qualitative observations above are con-
firmed by the quantitative evaluations. On the one hand, we use F-score (Otto et al. 2017) 
to measure the pseudo label generation quality of our proposed MCN-MT method. As 
depicted in Fig. 7, the quality of pseudo labels will be negatively affected with an over-
increased n. When n equals to 3, we can obtain the highest F-score on Market-1501 and 
DukeMTMC-reID datasets respectively, suggesting the high quality of our pseudo labels, 
which may be the main reason that the proposed MCN-MT can achieve the best perfor-
mance when n=3. In real-world applications, we would recommend to use n=3. On the 

Table 1   Ablation study. We 
evaluate the performance (%) of 
the simple fine-tuning and our 
proposed MCN respectively

“Direct transfer” means a model trained on source dataset is directly 
adopted for evaluation on target dataset

Method DukeMTMC → Mar-
ket-1501

Market-1501 → 
DukeMTMC

Rank-1↑ mAP↑ Rank-1↑ mAP↑

Direct transfer 57.6 20.6 28.3 15.2
Fine-tuning 72.8 51.6 64.3 46.8
MCN (Ours) 82.6 63.2 72.5 53.5
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other hand, we adopt the metric of Structural Similarity2 (SSIM)   (Wang et al. 2004) to 
measure the variation of intra-class relation with different self-discrepancy values. Accord-
ing to the Fig. 8, we found that the images of same pedestrian in a large n values (e.g. n=4, 
5 or 6) share a high similarity (lower SSIM scores), which may degrade the complemen-
tary capacity of MCN-MT. In contrast, the input images with a smaller value (e.g. n=3) 
tend to have a higher SSIM score, indicating that the data inputs of teacher network and 

Fig. 5   Visualization of the self-
discrepancy under different n val-
ues. When n=4 or n=5 or n=6, 
some samples of same pedestrian 
in different self-discrepancy 
granularity repeat with others or 
share a high similarity

Fig. 6   Examples of instances with self-discrepancy obtained by the MCN-MT in a mini-batch when n=3

2  A image pair with lower SSIM score means two images are much more similar visually.
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student networks have a large variation among each other, which can significantly enhance 
the difference and complementarity of multiple co-teaching networks.

4.4 � Comparison with the state‑of‑the‑art methods

In this section, we compare our proposed method with the hand-crafted feature approaches: 
LOMO  (Liao et  al. 2015), Bow  (Zheng et  al. 2015) and UMDL  (Peng et  al. 2016), 
GAN-based re- ID models: PTGAN  (Wei et  al. 2018), SPGAN  (Deng et  al. 2018) and 
HHL  (Zhong et  al. 2018); clustering-based methods PUL  (Fan et  al. 2018), SSG  (Fu 
et  al. 2019) and PCB-PAST  (Zhang et  al. 20190, as well as hybrid-based approaches, 
ECN (Zhong et al. 2019), MAR (Yu et al. 2019), EANet (Huang et al. 2018) and co-teach-
ing based methods ACT (Yang et al. 2020) and MMT (Ge et al. 2020). More detailed com-
parison results of these methods are demonstrated as follows:

Evaluation on Market-1501 According to the results from Tables 2 and 3, it can be 
seen clearly that our MCN-MT (w/ Mean-Teaching) achieves remarkable rank-1 accuracy 
of 84.3 and 84.8% when trained on DukeMTMC-reID and CUHK03 respectively, outper-
forming the second-best methods MMT (Ge et al. 2020) and ACT (Yang et al. 2020) by 

(a) (b)

Fig. 7   Impact of n. mAP accuracy are compared. We adopt average F-score of MCN-MT (higher is better; 
marked in green dash-line) to measure the quality of pseudo label generation on Market-1501 and Duke-
MTMC-reID datasets, respectively

Fig. 8   SSIM (higher is better) 
scores to evaluate the diversity of 
intra-class relation with different 
n values. Please note that we did 
not mesure the SSIM score when 
n=2 since our MCN method 
with two networks (n=2) maybe 
degrade into the asymmetric co-
teaching approach ACT method
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+2.3% and +4.6% in mAP accuracy, demonstrating the priority of our proposed multiple 
co-teaching network. The superiority of our proposed method can be largely contributed to 
the self-discrepancy of intra-class relations mined by MCN-MT during multiple collabo-
rative training, as well as mean-teaching mechanism, which is beneficial to learn a more 
robust and discriminative model in UDA re-ID tasks.

Evaluation on DukeMTMC-reID When performing evaluation on DukeMTMC-reID3 
dataset, our approach has also achieved superior results than state-of-the-art methods on 

Table 2   Performance (%) comparisons with the state-of-the-art methods

Bold indicates the best and BoldItalic indicates the second best

Method DukeMTMC-reID→Market-1501 Market-1501→DukeMTMC-reID

Rank-1 Rank-5 Rank-10 mAP Rank-1 Rank-5 Rank-10 mAP

LOMO Liao et al. (2015) 27.2 41.6 49.1 8.0 12.3 21.3 26.6 4.8
Bow Zheng et al. (2015) 35.8 52.4 60.3 14.8 17.1 28.8 34.9 8.3
UMDL Peng et al. (2016) 34.5 52.6 59.6 12.4 18.5 31.4 37.6 7.3
PTGAN Wei et al. (2018) 38.6 57.3 66.1 15.7 27.4 43.6 50.7 13.5
SPGAN Deng et al. (2018) 51.5 70.1 76.8 22.8 41.1 56.6 63.0 22.3
HHL Zhong et al. (2018) 62.2 78.8 84.0 31.4 46.9 61.0 66.7 27.2
PUL Fan et al. (2018) 45.5 60.7 66.7 20.5 30.0 43.4 48.5 16.4
SSG Fu et al. (2019) 80.0 90.0 92.4 58.3 73.0 80.6 83.2 53.4
PCB-PAST Zhang et al. (2019) 78.4 – – 54.6 72.4 – – 54.3
ECN Zhong et al. (2019) 75.1 87.6 91.6 43.0 63.3 75.8 80.4 40.4
MAR Yu et al. (2019) 67.7 81.9 – 40.0 67.1 79.8 – 48.0
ACT Yang et al. (2020) 80.5 – – 60.6 72.4 – – 54.5
MMT(Lt

stri
) Ge et al. (2020) 84.0 93.4 95.4 62.6 74.9 85.2 89.5 58.1

MCN (Ours) 82.6 90.7 94.1 63.2 72.5 81.8 84.6 53.5
MCN-MT (Ours) 84.3 93.6 95.9 64.9 74.7 83.8 86.3 57.8

Table 3   Performance (%) comparisons with the state-of-the-art methods

Bold indicates the best and BoldItalic the second best

Method CUHK03→Market-1501 CUHK03→DukeMTMC-reID

Rank-1 Rank-5 Rank-10 mAP Rank-1 Rank-5 Rank-10 mAP

PTGAN Wei et al. (2018) 31.5 – 60.2 – 17.6 – 38.5 –
SPGAN Deng et al. (2018) 42.3 – – 19.0 – – – –
HHL Zhong et al. (2018) 56.8 74.7 81.4 29.8 42.7 57.5 64.2 23.4
EANet Huang et al. (2018) 66.4 – – 40.6 45.0 – – 26.4
ACT Yang et al. (2020) 81.2 – – 64.1 52.8 – – 35.4
MCN (Ours) 82.2 92.4 95.5 66.1 53.3 66.3 71.3 37.2
MCN-MT (Ours) 84.8 93.1 95.7 68.7 56.3 67.3 73.3 40.2

3  Note that the DukeMTMC and its derived datasets have been officially removed due to some ethic con-
cerns. Here we include it only for the sake of comparison to some existing results. We discourage further 
usage of DukeMTMC datasets in the future.
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this dataset, even DukeMTMC-reID is the most challenging dataset currently with some 
body occlusion and overlap. To be more specific, when comparing to MMT  (Ge et  al. 
2020), our model obtains nearly similar mAP score when trained on Market-1501, but 
achieving a higher rank-1 accuracy leading by +3.5% improvement comparing to asym-
metric co-teaching method ACT (Yang et al. 2020) when trained on CUHK03. It is worth 
mentioning that MMT utilizes soft softmax-triplet loss with soft triplet labels, and per-
formance of MMT-500 (w/ Lt

stri
 ) & (w/o Lt

sid
 ) is reported in Table 2, which indicates that 

MMT is more complex than our proposed method and this may be the main reason leading 
to the better performance when trained on Market-1501.

4.5 � Discussion

As shown in Table 2, when tested on Market-1501→DukeMTMC-reID, we find an interest-
ing phenomenon that performance of MCN-MT is slightly inferior and less competitive 
compared with MMT  (Ge et  al. 2020) (w/ Lt

stri
 ). Generally speaking, soft pseudo-labels 

perform relatively better than hard labels in general application with symmetric networks, 
which motivates us to adopt soft pseudo-labels on MCN-MT methods. So a natural ques-
tion then comes to our attention: how good performance will our method achieve with soft 
pseudo-labels? To find the answer to this question, we have performed some experiments 
by adopting soft pseudo-labels in our MCN-MT method, which is generated by the past 
temporally average model of teacher and student networks. The detailed results are shown 
in Table 4.

Unfortunately, we found that our model is extremely difficult to reach a convergence 
state with soft pseudo-labels during training process, which leads to significantly perfor-
mance degradation on DukeMTMC-reID and Market-1501 dataset, e.g., with soft pseudo 
labels, we can only achieve a mAP accuracy of 59.8% on DukeMTMC-reID→Mar-
ket-1501, and 52.7% on Market-1501→DukeMTMC-reID respectively. We suspect this is 
due to the inputs of multiple student networks MCN-MT are asymmetric and have a large 
difference in terms of self-discrepancy relations. As a result, the soft pseudo-labels of same 
identity generated by the past temporally average model cannot maintain their consistency, 
which undoubtedly brings some negative impacts on the training of multiple co-teaching 
networks.

In addition, we also report the training time, memory cost, and the parameters of the 
proposed MCN-MT method in the Table  5. Specifically, the experiments are conducted 
on a server equipped with four RTX 2080 Ti GPUs. According to the Table 5, it can be 

Table 4   Ablation study

We evaluate the performance (%) of our proposed MCN-MT with hard 
pseudo labels and soft pseudo labels respectively

Method DukeMTMC → 
Market-1501

Market-1501 → 
DukeMTMC

Rank-1↓ mAP↓ Rank-1↓ mAP↓

MCN-MT (hard labels) 84.3 64.9 74.7 57.8
MCN-MT (soft labels) 77.8 59.8 71.2 52.7
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easily observed that our method can perform multiple co-teaching paradigms with accept-
able computational or memory cost, which allows our method more flexible and adaptable 
in practical scenarios.

5 � Conclusion and future work

In this paper, we firstly present a simple yet effective multiple co-teaching network MCN to 
mine the self-discrepancy in target domain for UDA re-ID task, which trains several neural 
networks simultaneously with unlabeled samples in coarse-grained discrepancy. Further-
more, a novel mean-teaching induction is introduced to further enlarge the difference and 
learn discriminative features on the basis of MCN. By plugging our mean-teaching mecha-
nism into MCN, the complementarity of the teacher network and student network is signifi-
cantly enhanced. Comprehensive experiments conducted on benchmark datasets show that 
our method outperforms the state-of-the-art UDA methods by a clear margin. As a future 
direction, we will extend our method to handle with other challenging computer vision 
tasks, such as and vehicle re-identification and fine-grained image retrieval.
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